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Preface

The methods for human identity authentication based on biometrics - the
physiological and behavioural characteristics of a person have been evolving
continuously and seen significant improvement in performance and robustness over
the last few years. However, most of the systems reported perform well in controlled
operating scenarios, and their performance deteriorates significantly under real world
operating conditions, and far from satisfactory in terms of robustness and accuracy,
vulnerability to fraud and forgery, and use of acceptable and appropriate
authentication protocols. To address these challenges, and the requirements of new
and emerging applications, and for seamless diffusion of biometrics in society, there is
a need for development of novel paradigms and protocols, and improved algorithms
and authentication techniques.

This book volume on “Advanced Biometric Technologies” is dedicated to the work being
pursued by researchers around the world in this area, and includes some of the recent
findings and their applications to address the challenges and emerging requirements
for biometric based identity authentication systems. The book consists of 18 Chapters
and is divided into four sections namely novel approaches, .advanced algorithms,
emerging applications and multimodal fusion.

Chapter 1 to 4 group some novel biometric traits and computational approaches for
identity recognition task. In Chapter 1, authors examine the effect of ambient
temperatures on infra-red face recognition performance, and propose novel
normalization techniques to alleviate the effect of ambient temperature variations for
thermal images. In Chapter 2, the authors show that it quite possible to use spectral
biometrics as a complementary information to prevent spoofing of existing biometric
technology. They propose an aliveness detection method based on spectral biometrics
that ensures the identity decision obtained through primary biometrics comes from a
living authentic person, Chapter 3 presents another novel biometric trait to
recognizing identity - a low resolution contactless palm print and palm vein biometric
for identity recognition. To obtain useful representation of the palm print and vein
modalities, authors propose a new technique called directional coding. This method
represents the biometric features in bit string format which enable speedy matching
and convenient storage. In addition, authors propose a new image quality measure
which can be incorporated to improve the performance of the recognition system.
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Chapter 4 examines the importance of liveness detection for fingerprint recognition
systems, and authors present a detailed treatment of liveness detection for fingerprints
here.

Chapter 5 to 9 report some advanced computational algorithms for authenticating
identity. In Chapter 5, authors propose a novel fast minutiae-based matching
algorithm for fingerprint recognition. In Chapter 6, gender classification problem
using facial images is considered, and authors propose several pre-processing
algorithms based on PCA, JADE-ICA and an LS-SVM. In Chapter 8, the problem of
security in mobile devices is considered and authors propose an interesting technique
based on the use of handwritten biometric signatures adapted to mobiles. The
technique is based on recognizing an identifying gesture carried out in the air. In
Chapter 9, authors evaluate PCA-based face recognition algorithms in various color
spaces and show how color information can be beneficial for face recognition with SV,
YCbCr, and YCg'Cr’ color spaces as the most appropriate spaces for authenticating
identity.

Chapter 10 to 13 is a collection of works on emerging biometric applications. In
Chapter 10, the authors introduced three novel ideas for perceived age estimation
from face images: taking into account the human age perception for improving the
prediction accuracy , clustering based active learning for reducing the sampling cost,
and alleviating the influence of lighting condition change. Chapter 11 is an interesting
emerging biometric application, and the authors here proposed a novel stress
detection system using only two physiological signals (HR and GSR) providing a
precise output indicating to what extent a user is under a stressing stimulus. Main
characteristics of this system is an outstanding accuracy in detecting stress when
compared to previous approaches in literature. In Chapter 12, authors proposed a
direct authentication and an additive coding scheme using mathematical model for the
DNA measurements. Finally, in Chapter 13, the authors develop several methods for
measuring and identifying cells involved in a variety of experiments, including cell
cultures. The focus was on obtaining models of the sensor system employed for data
acquisition, and on using them to extract relevant information such as cell size,
density, growth rate, dosimetry, etc.

The final section of the book, includes some innovative algorithms and its applications
based on fusion of multiple biometric modalities and includes Chapter 14 to 18. In
Chapter 14, authors propose a set of algorithms to fuse the information from multi-
spectral palmprint images where fusion is performed at the matching score level to
generate a unique score which is then used for recognizing a palmprint image.
Authors examined several fusion rules including SUM, MIN, MAX and WHT for the
fusion of the multi-spectral palmprint at the matching score level. The authors in
Chapter 15 further reinforced the benefits achieved by fusion of multiple biometric
modalities with a detailed treatment on fusion techniques and normalization. The
authors conclude that the improvement in error rates are directly linked to the number
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of biometric features being combined. In Chapter 16, the authors present multimodal
fusion of face and ECG biometrics. The work reported by authors in Chapter 17 is
motivated by the fact that the audio-visual identity verification systems are still far
from being commercially feasible for forensic and real time applications. They examine
the vulnerability of audio and visual biometrics to forgery and fraudulent attacks.
Chapter 18 includes some work on how multi-biometric fusion can address the
requirements of next and future generation biometric systems

The book was reviewed by editors Dr. Girija Chetty and Dr. Jucheng Yang We deeply
appreciate the efforts of our guest editors: Dr. Norman Poh, Dr. Loris Nanni, Dr.
Jianjiang Feng, Dr. Dongsun Park and Dr. Sook Yoon, as well as a number of
anonymous reviewers.

Girija Chetty, PhD

Asst. Prof. And Head of Software Engineering
Faculty of Information Sciences and Engineering
University of Canberra

Australia

Dr. Jucheng Yang

Professor

School of Information Technology

Jiangxi University of Finance and Economics
Nanchang, Jiangxi province

China
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Multimodal Fusion for
Robust Identity Authentication:
Role of Liveness Checks

Girija Chetty and Emdad Hossain
Faculty of Information Sciences and Engineering, University of Canberra,
Australia

1. Introduction

Most of the current biometric identity authentication systems currently deployed are based
on modeling the identity of a person based on unimodal information, i.e. face, voice, or
fingerprint features. Also, many current interactive civilian remote human computer
interaction applications are based on speech based voice features, which achieve
significantly lower performance for operating environments with low signal-to-noise ratios
(SNR). For a long time, use of acoustic information alone has been a great success for several
automatic speech processing applications such as automatic speech transcription or speaker
authentication, while face identification systems based visual information alone from faces
also proved to be of equally successful. However, in adverse operating environments,
performance of either of these systems could be suboptimal. Use of both visual and audio
information can lead to better robustness, as they can provide complementary secondary
clues that can help in the analysis of the primary biometric signals (Potamianos et al (2004)).
The joint analysis of acoustic and visual speech can improve the robustness of automatic
speech recognition systems (Liu et al (2002), Gurbuz et al (2002).

There have been several systems proposed on use of joint face-voice information for
improving the performance of current identity authentication systems. However, most of
these state-of-the-art authentication approaches are based on independently processing the
voice and face information and then fusing the scores - the score fusion (Chibelushi et al
(2002), Pan et al (2000), Chaudari et. al.(2003)). A major weakness of these systems is that
they do not take into account fraudulent replay attack scenarios into consideration, leaving
them vulnerable to spoofing by recording the voice of the target in advance and replaying it
in front of the microphone, or simply placing a still picture of the target’s face in front of the
camera. This problem can be addressed with liveness verification, which ensures that
biometric cues are acquired from a live person who is actually present at the time of capture
for authenticating the identity. With the diffusion of Internet based authentication systems
for day-to-day civilian scenarios at a astronomical pace (Chetty and Wagner (2008)), it is
high time to think about the vulnerability of traditional biometric authentication approaches
and consider inclusion of liveness checks for next generation biometric systems. Though
there is some work in finger print based liveness checking techniques (Goecke and Millar
(2003), Molhom et al (2002)), there is hardly any work in liveness checks based on user-
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friendly biometric identifiers (face and voice), which enjoy more acceptability for civilian
Internet based applications requiring person identity authentication.

A significant progress however, has been made in independent processing of face only or
voice only based authentication approaches (Chibelushi et al (2002), Pan et al (2000),
Chaudari et. al.(2003)), in which until now, inherent coupling between jointly occurring
primary biometric identifiers were not taken into consideration. Some preliminary
approaches such as the ones described in (Chetty and Wagner (2008), Goecke and Millar
(2003)), address liveness checking problem by using the traditional acoustic and visual
speech features for testing liveness. Both these approaches, neither considered an inherent
coupling between speech and orafacial articulators (lips, jaw and chin) during speech
production, nor used a solid pattern recogntion based evaluation framework for the
validating the performance of co-inertia features.

In this Chapter we propose a novel approach for extraction of audio-visual correlation
features based on cross-modal association models, and formulate a hybrid fusion
framework for modelling liveness information in the identity authentication approach.
Further, we develop a sound evaluation approach based on Bayesian framework for
assessing the vulnerability of system at different levels of replay attack complexity. The rest
of the Chapter is organized as follows. Section 2 describes the motivation for using the
proposed approach, and the details the cross-modal association models are described in
Section 3. Section 4 describes the hybrid fusion approach for combining the correlation
features with loosely couple and mutually independent face-speech components. The data
corpora used and the experimental setup for evaluation of the proposed features is
described in Section 5. The experimental results, evaluating proposed correlation features
and hybrid fusion technique is discussed in Section 6. Finally, Section 7 summarises the
conclusions drawn from this work and plans for further research.

2. Motivation for cross modal association models

The motivation to use cross-modal association models is based on the following two
observations: The first observation is in relation to any video event, for example a speaking
face video, where the content usually consists of the co-occurring audio and the visual
elements. Both the elements carry their contribution to the highest level semantics, and the
presence of one has usually a “priming” effect on the other: when hearing a dog barking we
expect the image of a dog, seeing a talking face we expect the presence of her voice, images
of a waterfall usually bring the sound of running water etc. A series of psychological
experiments on the cross-modal influences (Molhom et al (2002), MacDonald and McGurk
(1978)) have proved the importance of synergistic fusion of the multiple modalities in the
human perception system. A typical example of this kind is the well-known McGurk effect
(MacDonald and McGurk (1978)). Several independent studies by cognitive psychologists
suggest that the type of multi-sensory interaction between acoustic and orafacial articulators
occurring in the McGurk effect involves both the early and late stages of integration
processing (MacDonald and McGurk (1978)). It is likely that a human brain uses a hybrid
form of fusion that depends on the availability and quality of different sensory cues.

Yet, in audiovisual speech and speaker verification systems, the analysis is usually
performed separately on different modalities, and the results are brought together using
different fusion methods. However, in this process of separation of modalities, we lose
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valuable cross-modal information about the whole event or the object we are trying to
analyse and detect. There is an inherent association between the two modalities and the
analysis should take advantage of the synchronised appearance of the relationship between
the audio and the visual signal. The second observation relates to different types of fusion
techniques used for joint processing of audiovisual speech signals. The late-fusion strategy,
which comprises decision or the score fusion, is effective especially in case the contributing
modalities are uncorrelated and thus the resulting partial decisions are statistically
independent. Feature level fusion techniques, on the other hand, can be favoured (only) if a
couple of modalities are highly correlated. However, jointly occurring face and voice
dynamics in speaking face video sequences, is neither highly correlated (mutually
dependent) nor loosely correlated nor totally independent (mutually independent). A
complex and nonlinear spatiotemporal coupling consisting of highly coupled, loosely
coupled and mutually independent components may exist between co-occurring acoustic
and visual speech signals in speaking face video sequences (Jiang et al(2002), Yehia et al
(1999)). The compelling and extensive findings by authors in Jiang et al (2002), validate such
complex relationship between external face movements, tongue movements, and speech
acoustics when tested for consonant vowel (CV) syllables and sentences spoken by male and
female talkers with different visual intelligibility ratings. They proved that the there is a
higher correlation between speech and lip motion for C/a/ syllables than for C/i/ and
C/u/ syllables. Further, the degree of correlation differs across different places of
articulation, where lingual places have higher correlation than bilabial and glottal places.
Also, mutual coupling can vary from talker to talker; depending on the gender of the talker,
vowel context, place of articulation, voicing, and manner of articulation and the size of the
face. Their findings also suggest that male speakers show higher correlations than female
speakers. Further, the authors in Yehia et al (1999), also validate the complex,
spatiotemporal and non-linear nature of the coupling between the vocal-tract and the facial
articulators during speech production, governed by human physiology and language-
specific phonetics. They also state that most likely connection between the tongue and the
face is indirectly by way of the jaw. Other than the biomechanical coupling, another source
of coupling is the control strategy between the tongue and cheeks. For example, when the
vocal tract is shortened the tongue does not get retracted.

Due to such a complex nonlinear spatiotemporal coupling between speech and lip motion,
this could be an ideal candidate for detecting and verifying liveness, and modelling the
speaking faces by capturing this information can make the biometric authentication systems
less vulnerable to spoof and fraudulent replay attacks, as it would be almost impossible to
spoof a system which can accurately distinguish the artificially manufactured or synthesized
speaking face video sequences from the live video sequences. Next section briefly describes
the proposed cross modal association models based on cross-modal association models.

3. Cross-modal association models

In this section we describe the details of extracting audio-visual features based on cross-
modal association models, which capture the nonlinear correlation components between the
audio and lip modalities during speech production. This section is organised as follows: The
details of proposed audio-visual correlation features based on different cross modal
association techniques: Latent Semantic Analysis (LSA) technique, Cross-modal Factor
Analysis (CFA) and Canonical Correlation Analysis (CCA) technique is described next.
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3.1 Latent Semantic Analysis (LSA)

Latent semantic analysis (LSA) is used as a powerful tool in text information retrieval to
discover underlying semantic relationships between different textual units e.g. keywords
and paragraphs (Li et al(2003), Li et al(2001)). It is possible to detect the semantic correlation
between visual faces and their associated speech based on the LSA technique. The method
consists of three major steps: the construction of a joint multimodal feature space, the
normalization, the singular value decomposition (SVD), and the semantic association
measurement.

Given n visual features and m audio features at each of the t video frames, the joint feature
space can be expressed as:

X=[Vy,... V.., V,, AL LA LLA 1)
where
Vi = (0,(1),0,2),...,0;(t))" )
and
A :(ai(l)'ai(z)/“'/ai(t))T ®3)

Various visual and audio features can have quite different variations. Normalization of each
feature in the joint space according to its maximum elements (or certain other statistical
measurements) is thus needed and can be expressed as:

2 X

Xj=——"—"—— vk,l 4)
! mkalx(abs(X,d)

After normalisation, all elements in the normalised matrix X have values between -1 and 1.
SVD can then be performed as follows:

X=5.v.D" ®)

where S and D are matrices composed of left and right singular vectors and V is the
diagonal matrix of singular values in descending order.

Keeping only the first k singular vectors in S and D, we can derive an optimal
approximation of with reduced feature dimensions, where the semantic correlation
information between visual and audio features is mostly preserved. Traditional Pearson
correlation or mutual information calculation (Li et al (2003), Hershey and Movellan (1999),
Fisher et al(2000)) can then be used to effectively identify and measure semantic associations
between different modalities. Experiments in Li et al(2003), have shown the effectiveness of
LSA and its advantages over the direct use of traditional correlation calculation.

The above optimization of X in the least square sense can be expressed as:

X=X=5.V.D (6)

Where S,V,andD consist of the first k vectorsin S, V, and D, respectively.
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The selection of an appropriate value for k is still an open issue in the literature. In general, k
has to be large enough to keep most of the semantic structures. Eqn. 6 is not applicable for
applications using off-line training since the optimization has to be performed on the fly
directly based on the input data. However, due to the orthogonal property of singular
vectors, we can rewrite Eqn. 6 in a new form as follows:

X=X=5.v.D" )
Now we only need the D matrix in the calculation, which can be trained in advance using

ground truth data. This derived new form is important for those applications that need off-
line trained SVD results.

3.2 Cross Modal Factor Analysis (CMA)

LSA does not distinguish features from different modalities in the joint space. The optimal
solution based on the overall distribution, which LSA models, may not best represent the
semantic relationships between the features of different modalities, since distribution patterns
among features from the same modality will also greatly impact the results of the LSA.

A solution to the above problem is to treat the features from different modalities as two
separate subsets and focus only on the semantic patterns between these two subsets. Under the
linear correlation model, the problem now is to find the optimal transformations that can best
represent or identify the coupled patterns between the features of the two different subsets.
We adopt the following optimization criterion to obtain the optimal transformations:

Given two mean-centred matrices X and Y, which consist of row-by-row coupled samples
from two subsets of features, we want orthogonal transformation matrices A and B that can
minimise the expression:

2
HXA—YBHF 8)

where
ATA=] and BTB=1.
M| - denotes the Frobenius norm of the matrix M and can be expressed as:

1/2
2
] ©)

In other words, A and B define two orthogonal transformation spaces where coupled data in
X and Y can be projected as close to each other as possible.
Since we have:

MF{;;%

| X4 - YB|>. = trace((X4 - XB).(YA-YB)")
= trace( XAA'X" + YBB'Y" - XAB'Y" - YBA"X") (10)

= trace((XXT) +trace(YYT) -2 tmce(XABTYT))
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where the trace of a matrix is defined to be the sum of the diagonal elements. We can easily
see from above that matrices A and B which maximise trace (XABTYT) will minimise (10). It
can be shown (Li et al(2003)), that such matrices are given by:

A=S,
Y where XTY=5_ -V, D, (11)
B= DXV Y Y Y

With the optimal transformation matrices A and B, we can calculate the transformed version
of X and Y as follows:
X=X-A
5 (12)
Y=Y-B

Corresponding vectors in Xand Y are thus optimised to represent the coupled
relationships between the two feature subsets without being affected by distribution
patterns within each subset. Traditional Pearson correlation or mutual information
calculation (Li et al (2003), Hershey and Movellan(1999), Fisher et al(2000)) can then be
performed on the first and most important k corresponding vectors in X and Y, which
similar to those in LSA preserve the principal coupled patterns in much lower dimensions.
In addition to feature dimension reduction, feature selection capability is another advantage
of CFA. The weights in A and B automatically reflect the significance of individual features,
clearly demonstrating the great feature selection capability of CFA, which makes it a
promising tool for different multimedia applications including audiovisual speaker identity
verification.

3.3 Canonical Correlation Analysis (CCA)

Following the development of the previous section, we can adopt a different optimization
criterion: Instead of minimizing the projected distance, we attempt to find transformation
matrices A and B that maximise the correlation between X4 and Yg. This can be described
more specifically using the following mathematical formulations:

Given two mean centered matrices X and Y as defined in the previous section, we seek
matrices A and B such that

correlation(XA, XB) = correlation(X,Y) = diag(Ay, A+, 2) (13)

where )~(=Y~B, and124; 2,---, 4,24 20. 4

; represents the largest possible

correlation between the it translated features in X and Y . A statistical method called
canonical correlation analysis (Lai and Fyfe (1998), Tabanick and Fidell (1996)] can solve
the above problem with additional norm and orthogonal constraints on translated
features:

E{X"-X|=1 and E{Y-Y|=I (14)

The CCA is described in further details in Hotelling (1936) and Hardoon et al(2004). The
optimization criteria used for all three cross modal associations CFA, CCA and LSA
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exhibit a high degree of noise tolerance. Hence the correlation features extracted perform
better as compared to normal correlation analysis against noisy environmental conditions.

4. Hybrid audiovisual fusion

In this Section, we describe the fusion approach used for combing the extracted audio-lip
correlated components with mutually independent audio and visual speech features.

4.1 Feature fusion of correlated components

The algorithm for fusion of audiovisual feature extracted using the cross modal association
(CMA) models (a common term being used here to represent LSA, CFA or CCA analysis
methods) can be described as follows:

Let f4 and f; represent the audio MFCC and lip-region eigenlip features respectively. A and
B represent the CMA transformation matrices (LSA, CFA or CMA matrices). One can apply
CMA to find two new feature sets f, = A7 f . and fL' =B"f, such that the between-class
cross-modal association coefficient matrix of /+ and /: is diagonal with maximised diagonal
terms. However, maximised diagonal terms do not necessarily mean that all the diagonal
terms exhibit strong cross modal association. Hence, one can pick the maximally correlated
components that are above a certain correlation threshold 0. Let us denote the projection
vector that corresponds to the diagonal terms larger than the threshold 6; by W,. Then the
corresponding projections of f4 and f; are given as:

J;A :ﬁ’z-fA and J;A :ﬁ’z-fA (15)

Here f,and f; are the correlated components that are embedded in f, and f;. By
performing feature fusion of correlated audio and lip components, we obtained the CMA
optimised feature fused audio-lip feature vector:

il a9
e[ e a7
i =[5 7] a9

4.2 Late fusion of mutually independent components

In the Bayesian framework, late fusion can be performed using the product rule assuming
statistically independent modalities, and various methods have been proposed in the
literature as alternatives to the product rule such as max rule, min rule and the reliability-
based weighted summation rule (Nefian et al(2002), Movellan and Mineiro(1997)). In fact,
the most generic way of computing the joint scores can be expressed as a weighted
summation
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p4)= iwn log P(f,|4,) forr=1,2,...,R (19)
n=1

where p,(4,) is the logarithm of the class-conditional probability, P(f,|4,), for the nt:

modality f, given class A,, and w, denotes the weighting coefficient for modality 7, such

that £,w, =1. Then the fusion problem reduces to a problem of finding the optimal weight
coefficients. Note that when w,, :% Vvn, Eqn. 14 is equivalent to the product rule. Since the

w, values can be regarded as the reliability values of the classifiers, this combination method
is also referred to as RWS (Reliability Weighted Summation) rule (Jain et al(2005), Nefian et
al(2002)).The statistical and the numerical range of these likelihood scores vary from one
classifier to another. Using sigmoid and variance normalization as described in (Jain et
al(2005)), the likelihood scores can be normalised to be within the (0, 1) interval before the
fusion process.

The hybrid audiovisual fusion vector in this Chapter was obtained by late fusion of feature
fused correlated components ( fit, F5E4, fs*) with uncorrelated and mutually
independent implicit lip texture features, and audio features with weights selected using

the an automatic weight adaptation rule and is described in the next Section.

4.3 Automatic weight adaptation

For the RWS rule, the fusion weights are chosen empirically, whereas for the automatic
weight adaptation, a mapping needs to be developed between modality reliability estimate
and the modality weightings. The late fusion scores can be fused via sum rule or product
rule. Both methods were evaluated for empirically chosen weights, and it was found that the
results achieved for both were similar. However, sum rule for fusion has been shown to be
more robust to classifier errors in literature (Jain et al (2005), Sanderson (2008)), and should
perform better when the fusion weights are automatically, rather than empirically
determined. Hence the results for additive fusion only, are presented here. Prior to late
fusion, all scores were normalised to fall into the range of [0,1], using min-max
normalisation.

P(Si ‘foxV) = aP(S;|x,)+ BP(S|x,)

20)
s (
P(Si‘xA’xV):P(Si xp)” XP(Si‘xv)
where
0 c<1 1 c<0
a=11+c -1<c<0p and p=31l-c 0<c<1 (21)
1 c20 0 c21

where, x4 and xy refer to the audio test utterance and visual test sequence/image
respectively.
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To carry out automatic fusion, that adapts to varying acoustic SNR conditions, a single
parameter c, the fusion parameter, was used to define the weightings; the audio weight a and
the visual weight B, i.e., both a and B dependent on c¢. Higher values of c (>0) place more
emphasis on the audio module whereas lower values (<0) place more emphasis on the
visual module. For ¢ 2 1, a = 1 and B = 0, hence the audiovisual fused decision is based
entirely on the audio likelihood score, whereas, for ¢ < -1, a = 0 and = 1, the decision is
based entirely on the visual score. So in order to account for varying acoustic conditions,
only c has to be adapted.

The reliability measure was the audio log-likelihood score p,(4,). As the audio SNR
decreases, the absolute value of this reliability measure decreases, and becomes closer to the
threshold for client likelihoods. Under clean test conditions, this reliability measure
increases in absolute value because the client model yields a more distinct score. So, a
mapping between p and ¢ can automatically vary a and  and hence place more or less
emphasis on the audio scores. To determine the mapping function c(p), the values of c
which provided for optimum fusion, c,y, were found by exhaustive search for the N tests at
each SNR levels. This was done by varying ¢ from -1 to +1, in steps of 0.01, in order to find
out which ¢ value yielded the best performance. The corresponding average reliability
measures were calculated, Py, across the N test utterances at each SNR level.

h

os + m (22)

c(p)=c

A sigmoid function was employed to provide a mapping between the cy: and the Py
values, where c,s and pos represent the offsets of the fusion parameter and reliability estimate
respectively; h captures the range of the fusion parameter; and d determines the steepness of
the sigmoid curve. The sigmoidal parameters were determined empirically to give the best
performance. Once the parameters have been determined, automatic fusion can be carried
out. For each set of N test scores, the p value was calculated and mapped to c, using c = c(p),
and hence, a and  can be determined. This fusion approach is similar to that used in
(Sanderson(2008)) to perform speech recognition. The method can also be considered to be a
secondary classifier, where the measured p value arising from the primary audio classifier is
classified to a suitable ¢ value; also, the secondary classifier is trained by determining the
parameters of the sigmoid mapping.
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Fig. 1. System Overview of Hybrid Fusion Method
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The described method can be employed to combine any two modules. It can also be adapted
to include a third module. We assume here that only the audio signal is degraded when
testing, and that the video signal is of fixed quality. The third module we use here is an audio-
lip correlation module, which involves a cross modal transformation of feature fused audio-lip
features based on CCA, CFA or LSA cross modal analysis as described in Section 3.

An overview of the fusion method described is given in Figure 1. It can be seen that the
reliability measure, p, depends only on the audio module scores. Following the sigmoidal
mapping of p, the fusion parameter c is passed into the fusion module along with the three
scores arising from the three modules; fusion takes place to give the audiovisual decision.

5. Data corpora and experimental setup

A experimental evaluation of proposed correlation features based on cross-modal
association models and their subsequent hybrid usion was carried out with two different
audio-visual speaking face video corpora VidTIMIT (Sanderson(2008)) and (DaFEx
(Battocchi et al (2004), Mana et al (2006)). Figure 2 show some images from the two corpora.
The details of the two corpora are given in VidTIMIT (Sanderson(2008), DaFEx (Battocchi et
al (2004), Mana et al (2006)).

The pattern recognition experiments with the data from the two corpora and the correlation
features extracted from the data involved two phases, the training phase and the testing
phase. In the training phase a 10-mixture Gaussian mixture model A of a client’s audiovisual
feature vectors was built, reflecting the probability densities for the combined phonemes
and visemes (lip shapes) in the audiovisual feature space. In the testing phase, the clients’
live test recordings were first evaluated against the client’'s model A by determining the log
likelihoods log p(X | A) of the time sequences X of audiovisual feature vectors under the usual
assumption of statistical independence of successive feature vectors.

For testing replay attacks, we used a two level testing, a different approach from traditional
impostor attacks testing used in identity verification experiments. Here the impostor attack
is a surreptitious replay of previously recorded data and such an attack can be simulated by
synthetic data. Two different types of replay attacks with increasing level of sophistication
and complexity were simulated: the “static” replay attacks and the “dynamic” replay attacks.

(a) VidTIMIT corpus (b) DaFeX corpus

Fig. 2. Sample Images from VidTIMIT and DaFeX corpus

For testing “static” replay attacks, a number of “fake” or synthetic recordings were
constructed by combining the sequence of audio feature vectors from each test utterance
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with ONE visual feature vector chosen from the sequence of visual feature vectors and
keeping that visual feature vector constant throughout the utterance. Such a synthetic
sequence represents an attack on the authentication system, carried out by replaying an
audio recording of a client’s utterance while presenting a still photograph to the camera.
Four such fake audiovisual sequences were constructed from different still frames of each
client test recording. Log-likelihoods log p(X’|A) were computed for the fake sequences X’ of
audiovisual feature vectors against the client model A. In order to obtain suitable thresholds
to distinguish live recordings from fake recordings, detection error trade-off (DET) curves
and equal error rates (EER) were determined.

For testing “dynamic” replay attacks, an efficient photo-realistic audio-driven facial
animation technique with near-perfect lip-synching of the audio and several image key-
frames of the speaking face video sequence was done to create a artificial speaking character
for each person (Chetty and Wagner(2008), Sanderson(2008).

In Bayesian framework, the liveness verification task can be essentially considered as a two
class decision task, distinguishing the test data as a genuine client or an impostor. The
impostor here is a fraudulent replay of client specific biometric data. For such a two-class
decision task, the system can make two types of errors. The first type of error is a False
Acceptance Error (FA), where an impostor (fraudulent replay attacker) is accepted. The
second error is a False Rejection (FR), where a true claimant (genuine client) is rejected.
Thus, the performance can be measured in terms of False Acceptance Rate (FAR) and False
Reject Rate (FRR), as defined as (Eqn. 23):

Ig Cr
FAR % = -4 %100 % FRR % = —R x100 % 23)
It Cr

where I, is the number of impostors classified as true claimants, Ir is the total number of
impostor classification tests, Cr is the number of true claimants classified as impostors, and
Cr is the total number of true claimant classification tests. The implications of this is
minimizing the FAR increases the FRR and vice versa, since the errors are related. The trade-
off between FAR and FRR is adjusted using the threshold 8, an experimentally determined
speaker-independent global threshold from the training/enrolment data. The trade-off
between FAR and FRR can be graphically represented by a Receiver Operating
Characteristics (ROC) plot or a Detection Error Trade-off (DET) plot. The ROC plot is on a
linear scale, while the DET plot is on a normal-deviate logarithmic scale. For DET plot, the
FRR is plotted as a function of FAR. To quantify the performance into a single number, the
Equal Error Rate (EER) is often used. Here the system is configured with a threshold, set to
an operating point when FAR % = FRR %.

It must be noted that the threshold 0 can also be adjusted to obtain a desired performance on
test data (data unseen by the system up to this point). Such a threshold is known as the
aposteriori threshold. However, if the threshold is fixed before finding the performance, the
threshold is known as the apriori threshold. The apriori threshold can be found via
experimental means using training/enrolment or evaluation data, data which has also been
unseen by the system up to this point, but is separate from test data.

Practically, the a priori threshold is more realistic. However, it is often difficult to find a
reliable apriori threshold. The test section of a database is often divided into two sets:
evaluation data and test data. If the evaluation data is not representative of the test data,
then the apriori threshold will achieve significantly different results on evaluation and test
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data. Moreover, such a database division reduces the number of verification tests, thus
decreasing the statistical significance of the results. For these reasons, many researchers
prefer to use the aposteriori and interpret the performance obtained as the expected
performance.

Different subsets of data from the VidTIMIT and DaFeX were used. The gender-specific
universal background models (UBMs) were developed using the training data from two
sessions, Session 1 and Session 2, of the VidTIMIT corpus, and for testing Session 3 was
used. Due to the type of data available (test session sentences differ from training session
sentences), only text-independent speaker verification experiments could be performed with
VidTIMIT. This gave 1536 (2*8*24*4) seconds of training data for the male UBM and 576
(2*8*19*4) seconds of training data for the female UBM. The GMM topology with 10
Gaussian mixtures was used for all the experiments. The number of Gaussian mixtures was
determined empirically to give the best performance. For the DaFeX database, similar
gender-specific universal background models (UBMs) were obtained using training data
from the text-dependent subsets corresponding to neutral expression. Ten sessions of the
male and female speaking face data from these subsets were used for training and 5 sessions
for testing.

For all the experiments, the global threshold was set using test data. For the male only
subset of the VidTIMIT database, there were 48 client trials (24 male speakers x 2 test
utterances in Session 3) and 1104 impostor trials (24 male speakers x 2 test utterances in
Session 3 x 23 impostors/client), and for the female VidTIMIT subset, there were 38 client
trials (19 male speakers x 2 test utterances in Session 3) and 684 impostor trials (19 male
speakers x 2 test utterances in Session 3 x 18 impostors/client). For the male only subset
for DaFeX database, there were 25 client trials (5 male speakers x 5 test utterances in each
subset) and 100 impostor trials (5 male speakers x 5 test utterances x 4 impostors/client),
and for the female DaFeX subset, there were similar numbers of the client and impostor
trials as in the male subset as we used 5 male and 5 female speakers from different
subsets.

Different sets of experiments were conducted to evaluate the performance of the proposed
correlation features based on cross modal association models (LSA, CCA and CMA), and
their subsequent fusion in terms of DET curves and equal error rates (EER). Next Section
discusses the results from different experiments.

6. Experimental results

Figure 3 plots the maximised diagonal terms of the between class correlation coefficient
matrix after the LSA, CCA and CFA analysis of audio MFCC and lip-texture ( feli\éup)
features. Results for the CFA analysis technique for the VidTIMIT male subset are only
discussed here. As can be observed from Figure 3, the maximum correlation coefficient is
around 0.7 and 15 correlation coefficients out of 40 are higher than 0.1.

Table 1 presents the EER performance of the feature fusion of correlated audio-lip fusion
features (cross modal features) for varying correlation coefficient threshold 6. Note that,
when all the 40 transformed coefficients are used, the EER performance is 6.8%. The EER
performance is observed to have a minimum around 4.7% for threshold values from 0.1 to
0.4. The optimal threshold that minimises the EER performance and the feature dimension is
found to be 0.4.
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EER(%) at (), dim)

C) 0.0 0.1 0.2 0.3 0.4 0.5 0.6
Dim 40 15 12 10 8 6 4
FerA 6.8 47 5.3 5.0 47 7.4 10.3
Foea 7.5 5.18 5.84 55 5.18 8.16 1136
Froa 11.7 8.09 9.12 8.6 8.09 12.74 17.74

Table 1. Results for correlation features based in CMA models: EERs at varying correlation
coefficient threshold values (0) with the corresponding projection dimension (dim)

Sorted correlation coefficient plot for CMA-VidTIMIT Male subset

o
e

— CFA

ISg
e

<
~

N
N}

Correlation Coefficient

o

N
~

o
w

N
o

o
a

Correlation Coefficient

o

Dimension

Fig. 3. Sorted correlation coefficient plot for audio and lip texture cross modal analysis

As can seen in Table 2 and Figure 4, for static replay attack scenarios (from the last four
rows in Table 2), the nonlinear correlation components between acoustic and orafacial
articulators during speech production is more efficiently captured by hybrid fusion scheme
involving late fusion of audio f, . features, f,.,, lip features, and feature-level fusion of
correlated audio-lip f,,s.c_cigriy features). This could be due to modelling of identity specific
mutually independent, loosely coupled and closed coupled audio-visual speech components
with this approach, resulting in an enhancement in overall performance.
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VidTIMIT male subset DaFeX male subset
CFA | CCA | LSA | CFA | CCA | LsA
Modality EER | EER | EER | EER | EER EER
(%) (%) (%) (%) (%) (%)
Funfee 4.88 4.88 4.88 5.7 5.7 5.7
Jeiglip 6.2 6.2 6.2 7.64 7.64 7.64
Fnfec—eigLip 7.87 7.87 7.87 9.63 9.63 9.63
Funfec—eigtip 3.78 2.3 2.76 415 2.89 3.14
Jinfee ¥ Fnfec—eigLip 2.97 2.97 2.97 3.01 3.01 3.01
Fuoc* Ffec—cigtip 0.56 0.31 0.42 0.58 0.38 0.57
Junfee ¥ Seigriv * Funfec—eigLip 6.68 6.68 6.68 7.75 7.75 7.75
Fongee + Foigtin® FrfoccigLip 0.92 0.72 0.81 0.85 0.78 0.83

Table 2. EER performance for static replay attack scenario with late fusion of correlated
components with mutually independent components: (+) represents RWS rule for late
fusion, (-) represents feature level fusion)

Though all correlation features performed well, the CCA features appear to be the best
performer for static attack scenario, with an EER of 0.31%. This was the case for all the
subsets of data shown in Table 2. Also, the EERs for hybrid fusion experiments with
fmfccfa-gh-p correlated audio lip features performed better as compared to ordinary feature
fusion of * f, ..o features. EERs of 0.31% and 0.72% were achieved for f,,..+ foic_ciorip
and  foeot feigrip * finec—eigrip features, the hybrid fusion types involving CMA optimised
correlated features, as compared to an EER of 2.97% for f,..+ fupceiqp features and
6.68% for f,c.* fuigtip T fuec—cigLip features, which are hybrid fusion types based on ordinary
feature fusion of uncorrelated audio-lip features. This shows that correlation features based
on proposed cross-modal association models can extract the intrinsic nonlinear temporal
correlations between audio-lip features and could be more useful for checking liveness.

The EER table in Table 3 shows the evaluation of hybrid fusion of correlated audio-lip
features based on cross modal analysis (CFA, CCA and LSA) for dynamic replay attack
scenario. As can be seen, the CMA optimized correlation features perform better as
compared to uncorrelated audio-lip features for complex dynamic attacks. Further, for the
VidTIMIT male subset, it was possible to achieve the best EER of 10.06% for
Fnfee  feigrip * fmfccfgighp features, a hybrid fusion type involving feature fusion of correlated
audio-lip features based on CCA analysis.

7. Conclusion

In this Chapter, we have proposed liveness verification for enhancing the robustness of
biometric person authentication systems against impostor attacks involving fraudulent
replay of client data. Several correlation features based on novel cross-modal association
models have been proposed as an effective countermeasure against such attacks. These new
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Fig. 4. DET curves for hybrid fusion of correlated audio-lip features and mutually
independent audio-lip features for static replay attack scenario
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correlation measures model the nonlinear acoustic-labial temporal correlations for the
speaking faces during speech production, and can enhance the system robustness against
replay attacks.

Further, a systematic evaluation methodology was developed, involving increasing level of
difficulty in attacking the system - moderate and simple static replay attacks, and,
sophisticated and complex dynamic replay attacks, allowing a better assessment of system
vulnerability against attacks of increasing complexity and sophistication. For both static and
dynamic replay attacks, the EER results were very promising for the proposed correlation
features, and their hybrid fusion with loosely coupled (feature-fusion) and mutually
independent (late fusion) components, as compared to fusion of uncorrelated features. This
suggests that it is possible to perform liveness verification in authentication paradigm. and
thwart replay attacks on the system. Further, this study shows that, it is difficult to beat the
system, if underlying modelling approach involves efficient feature extraction and feature
selection techniques, that can capture intrinsic biomechanical properties accurately.

VidTIMIT male subset DaFeX male subset

CFA | CCA | LSA | CFA | CCA | LsA

Modality EER EER EER EER EER EER

(%) (%) (%) (%) (%) (%)
Jeigtip 3658 | 36.58 | 36.58 | 3751 | 37.51 | 37.51
Finfec—ciglip 27.68 | 27.68 | 27.68 | 28.88 | 28.88 | 28.88
Funfee—eigtiv 2448 | 2236 | 2378 | 2643 | 2467 | 25.89
Finfee ¥ Fnfec—ciglip 2245 | 2245 | 2245 | 2367 | 2367 | 23.67
Fupec * Funfeceigtiv 17.89 | 1644 | 1948 | 1846 | 1743 | 20.11
Jnfee ® Seigrip t Finfec—eigrip 2167 | 2167 | 2167 | 2542 | 2542 | 2542
Jnfee * feigrip * ﬁ,nfgc_gigLip 1423 | 1006 | 1227 | 16.68 | 12.36 | 13.88

Table 3. EER performance for dynamic replay attack scenario with late fusion of correlated
components with mutually independent components

However, though the EER performance appeared to be very promising for static replay
attack scenarios (EER of 0.31 % for CCA features), the deterioration in performance for more
sophisticated - dynamic replay attack scenario (EER of 10.06 % for CCA features), suggests
that, there is an urgent need to investigate more robust feature extraction, feature selection,
and classifier approaches, as well as sophisticated replay attack modelling techniques.
Further research will focus on these two aspects.
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1. Introduction

The rapid development in many applications for some different areas, such as public
security, access control and surveillance, requires reliable and automatic personal
recognition for effective security control. Traditionally, passwords (knowledge-based
security) and ID cards (token-based) have been used. However, security can be easily
breached when a password is divulged or a card is stolen; further, simple passwords are
easy to guess and difficult passwords may be hard to recall (Kong & Zhang; 2002). At
present, applications of biometrics are rapidly increasing due to inconveniences in using
traditional identification method. Biometrics refers to the technologies that can automate the
recognition of persons based on one or more intrinsic physical or behavioral traits.
Currently, a number of biometric based technologies have been developed and hand-based
person identification is one of these technologies. This technology provides a reliable, low
cost and user-friendly solution for a range of access control applications (Kumar & Zhang;
2002). In contrast to other modalities, like face and iris, hand based biometric recognition
offers some advantages. First, data acquisition is simple using off the shelf low-resolution
cameras, and its processing is also relatively simple. Second, hand based access systems are
very suitable for several usages. Finally, hand features are more stable over time and are not
susceptible to major changes (Sricharan & Reddy; 2006). Some features related to a human
hand are relatively invariant and distinctive to an individual. Among these features,
palmprint modality has been systematically used for human recognition using the palm
patterns. The rich texture information of palmprint offers one of the powerful means in
personal identification (Fang & Maylor; 2004).

Several studies for palmprint-based personal recognition have focused on improving the
performance of palmprint images captured under visible light. However, during the past
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few years, some researchers have considered multi-spectral images to improve the effect of
these systems. Multi spectral imaging is a new technique in remote sensing, medical
imaging and machine vision that generate several images corresponding to different
wavelengths. This technique can be give different information from the same scene using an
acquisition device to capture the palmprint images under visible and infrared light resulting
into four color bands (RED, BLUE, GREEN or Near-IR (NIR) (Zhang & Guo; 2010). The idea
is to employ the resulting information in these color bands to improve the performance of
palmprint recognition. This paper work presents a novel technique by using information
from palmprint images captured under different wavelengths, for palmprint recognition
using the multivariate Gaussian Probability Density Function (GPDF) and Multi resolution
analysis. In this method, a palmprint image (color band) is firstly decomposed into
frequency sub-bands with different levels of decomposition using different techniques. We
adopt as features for the recognition problem, the transform coefficients extracted from
some sub-bands. Subsequently, we use the GPDF for modeling the feature vector of each
color band. Finally, Log-likelihood scores are used for the matching.

In this work, a series of experiments were carried out using a multi spectral palmprint
database. To evaluate the efficiency of this technique, the experiments were designed as
follow: the performances under different color bands were compared to each other, in order
to determine the best color band at which the palmprint recognition system performs. We
also present a multi spectral palmprint recognition system using fused levels which
combines several sub-bands at different decomposition levels.

2. System design

Fig. 1 illustrates the various modules of our proposed multi-spectral palmprint recognition
system (single band). The proposed system consists of preprocessing, feature extraction,
matching and decision stages. To enroll into the system database, the user has to provide a
set of training multi-spectral palmprint images (each image is formed by: RED, BLUE,
GREEN or Near-IR (NIR)). Typically, a feature vector is extracted from each band which
describes certain characteristics of the palmprint images using multi-resolution analysis and
modeling using Gaussian probability density function. Finally, the models parameters are
stored as references models. For recognition (identification/verification), the same features
vectors are extracted from the test palmprint images and the log-likelihood is computed
using all of models references in the database. For the multi-modal system, each sub-system
computes its own matching score and these individual scores are finally combined into a
total score (using fusion at the matching score level), which is used by the decision module.
Based on this matching score a decision about whether to accept or reject a user is made.

Dat
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Fig. 1. Block-diagram of a multi-spectral palmprint recognition system based on the
Gaussian probability density function modeling.
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3. Region of interest extraction

From the whole image of the palmprint (each color band) only some characteristics are
useful. Therefore, each color band images may have variable size and orientation. Moreover,
the region of non useful interest may affect accurate processing and thus degrade the
identification performance. Therefore, image preprocessing {Region Of Interest extraction
(ROI)} is a crucial and necessary part before feature extraction. Thus, a palmprint region is
extracted from each original palmprint image (each color band). In order to extract the
center part of palmprint, we employ the method described in (Zhang & Kong; 2003). In this
technique, the tangent of these two holes are computed and used to align the palmprint. The
central part of the image, which is 128x128, is then cropped to represent the whole
palmprint. The pre-processing steps are shown in Fig. 2. The basic steps to extract the ROI
are summarized as follows: First, apply a low pass filter, such as Gaussian smoothing, to the
original palmprint image. A threshold, T,, is used to convert the filtered image to a binary
image, then, the boundary tracking algorithm used to obtain the boundaries of the binary
image. This boundary is processed to determine the points F; and F for locating the ROI
pattern and, based on the relevant points (F; and F;), the ROI pattern is located on the
original image. Finally, the ROI is extracted.

Gaussian filter } Binary image ’ Boundary tracking ’ ROT localization } Extraction

(&) fe) fei

Fig. 2. Various steps in a typical region of interest extraction algorithm. (a) The filtered
image, (b) The binary image, (c) The boundaries of the binary image and the points for
locating the ROI pattern, (d) The central portion localization, and (e) The pre-processed
result (ROI).

4. Feature extraction and modeling

The feature extraction module processes the acquired biometric data (each color band) and
extracts only the salient information to form a new representation of the data. Ideally, this
new representation should be unique for each person. In our method, the color band is
typically analyzed using a multi-resolution analysis. After the decomposition transform of
the ROI sub-image, some of the bands are selected to construct feature vectors (observation
vectors). Since the Gaussian distribution of observation vectors is computed.

4.1 Feature extraction

A multi-resolution analysis of the images has better space-frequency localization. Therefore,
it is well suited for analyzing images where most of the informative content is represented
by components localized in space (such as edges and borders) and by information at
different scales or resolutions, with large and small features. Several methods were used for
obtained the multi-resolution representation such as two dimensional discrete wavelet
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transform (2D-DWT) and two dimensional block based discrete cosine transform with
reordering the coefficients to come to multi-resolution representation (2D-RBDCT).

4.1.1 DWT decomposition

Wavelets can be used to decompose the data in the color band into components that appear
at different resolutions. Wavelets have the advantage over traditional Fourier transform in
that the frequency data is localized, allowing the computation of features which occur at the
same position and resolution (Antonini & Barlaut; 1992). The discrete wavelet transform
(DWT) is a multi-resolution representation. Fig. 3 shows an implementation of a one-level
forward DWT based on a two quadrature mirror filter bank, where h,(n) and h;(n) are low-
pass and high-pass analysis filters, respectively, and the block |2 represents the down-
sampling operator by a factor 2. Thus, for 1D-DWT, the signal is convolved with these two
filters and down-sampled by a factor of two to separate it into an approximation and a
representation of the details (Noore & Singh; 2007). A perfect reconstruction of the signal is
possible by up-sampling (12) the approximation and the details and convolving with
reversed filters (g,(1) and gi(n)).
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Fig. 3. Implementation of a one-level forward DWT and its inverse IDWT.

For two-dimensional signals, such as images (color band), the decomposition is applied
consecutively on both dimensions, e.g. first to the rows and then to the columns. This yields
four types of lower-resolution coefficient images: the approximation produced by applying
two low-pass filters (LL), the diagonal details, computed with two high-pass filters (HH),
and the vertical and horizontal details, output of a high-pass/low-pass combination (LH and
HL). In Fig. 4 an example of two levels wavelet decomposition is reported. At the first level,
the original image, Ao, is decomposed in four sub-band leading to: Aj, the scaling
component containing global low-pass information, and Hj, Vi, Di, three transform
components corresponding, respectively, to the horizontal, vertical and diagonal details. In
the second level, the approximation, A, is decomposed in four sub-bands leading to: A, the
scaling component containing global low-pass information, and H», V3, Dy, three transform
components corresponding, respectively.

4.1.2 DCT decomposition
Discrete Cosine Transform (DCT) is a powerful transform to extract proper features for
palmprint recognition. The DCT is the most widely used transform in image processing
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algorithms, such as image/video compression and pattern recognition. Its popularity is due
mainly to the fact that it achieves a good data compaction, that is, it concentrates the
information content in a relatively few transform coefficients (Dabbaghchian &
Ghaemmaghami; 2010). In the two dimensional block based discrete cosine transform (2D-
BDCT) formulation, the input image is first divided into N x N blocks, and the 2D-DCT of
each block is determined. The 2D-DCT can be obtained by performing a 1D-DCT on the

columns and a 1D-DCT on the rows. Given an image f, where HxW represent their size, the
DCT coefficients of the spatial block are then determined by the following formula:

Fig. 4. Two level wavelet decomposition

N-1 N-1
E
m

(,0) = a(a(v) Y D fi(nm)y(n,m,u,v) 1)
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2N 2N
wv=01,...,N-1,i=01,....... , (H/N)-1, j=0,1,....... , (W/N)-1. Where Fjj(u,v) are the DCT
coefficients of the B;; block, f;j(n;m) is the luminance value of the pixel (1,m) of the B;; block,
HxW are the dimensions of the image, and

y(n,m,u,v)= cos[

1 .
C(u): E Zf u=0
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The DCT coefficients reflect the compact energy of different frequencies. The first coefficient
Fo =F(0, 0), called DC, is the mean of visual gray scale value of pixels of a block. The AC
coefficients of upper left corner of a block represent visual information of lower frequencies,
whereas the higher frequency information is gathered at the right lower corner of the block
(Chen & Tai; 2004).

DCT theory can provides a multi-resolution representation for interpreting the image
information with the multilevel decomposition. After applying the 2D-BDCT, the
coefficients are reordered resulting in a multi-resolution representation. Therefore, if the size
of the block transform, N, is equal to 2, each coefficient is copied into a one-band (See Fig. 5).
2D-BDCT concentrates the information content in a relatively few transform coefficients at
the top-left zone of the block. As such, the coefficients where the information is concentred,
tend to be grouped together at the approximation band.
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Fig. 5. Multi-resolution representation using 2D-DCT transform with reordering these
coefficients. (a) Image to be transformed, (b) 2D-BDCT with a block size 2x2, and (c) 2D-
RBDCT decomposition.

4.2 Feature vector
To create an observation vector, the color band image is transformed into a multi-resolution

form as shown in Fig. 6. Then the palmprint feature vectors are created by combining the
horizontal detail (H;), global low-pass information (Approximation: A;) and the vertical detail
(Vi) extracted using multi-resolution analysis. Three feature vectors can be extracted using
three levels of decomposition for each color band (RED, BLUE, GREEN and NIR) (See Fig. 7).

! W |

Level 0 Level T Level 2

Fig. 6. Three levels decomposed into multi-resolution representation.

Let i, represent a HxW palmprint ROI image (color band) and x = {R, B, G, N}, thus
Yr=RED wp = BLUE e = GREEN yn = NIR

Let F the applied transform method: F:2D-DWT or F:2D-RBDCT

- Onelevel: F(y,) < [A1, Hi, Vi, D1] /Ay, Hy, Vi, Dy - with H/2 x W/2 coefficients.
- Towlevel: F(Al) 2 [Ay, Hy, V), D3]/ Az Hy, Vi, Dy: with H/4 x W/4 coefficients.
- Threelevel: F(A2)> [As, Hs, V3, D3] / As, Hs, Vs, D3: with H/8 x /8 coefficients.
Those three feature vectors (observation) are shown in Fig. 7.

Vi Va V3
0,=| A 0,=| A, Os=|A;|.
Hl H2 H3

Where the size of O; is (3H/2)*(W/2) coefficients, O, is (3H/4)*(W/4) coefficients and O; is
(3H/8)*(W/8) coefficients, respectively. As results, the color band image as a single template
(Feature vectors) as follows:
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Fig. 7. The observation vector.
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Where: j=1 - - -3 for Level 1, Level 2 and Level 3. L = W/k and M = 3H/k for k = 2, 4, 8. If the
size of original color band is 128x128 pixels, the size of O; is MxL=192x64 coefficients, O; is
equal to 96x32 coefficients and Oj is 48x16 coefficients.

4.3 Modeling process: Gaussian Probability Density Function (GPDF)

In our system, the observation probabilities have been modeled as multi-variate Gaussian
distributions. Arguably the single most important PDF is the Gaussian probability
distribution function. It is one of the most studied and one of the most widely used
distributions (Varchol & Levicky; 2007). The Gaussian has two parameters: the mean p1, and
the variance 02 The mean specifies the centre of the distribution, and the variance tells us
how “spread-out” the PDF is. For a d-dimensional vector O, the Gaussian is written

1 1 Ty }
PO, /1,%) =————exp| ——(0; —p) =70, -
O; /wx) (zn)d|z|EXp[ 2( i—w) 270 -

Where ji is the mean vector, and X is the dxd covariance matrix. Gaussian distributions can
also be written using the notation: #(O; y, X) The covariance matrix X of a Gaussian must be
symmetric and positive definite.
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After the feature extraction, we now consider the problem of learning a Gaussian
distribution from the vector samples O;. Maximum likelihood learning of the parameters y
and X entails maximizing the likelihood (Fierrez & Ortega-Garcia; 2007). Since we assume
that the data points come from a Gaussian:

L
PO, /1,5) =[Pl /mmjn f%o—>%4@—m}
i1 14/(2 \2
It is somewhat more convenient to minimize the negative log-likelihood, LH:

LH(O;,4,2)=-InP(O; / u,2) = =) InP(0; / 1, %)

=0 —u)' =0 — )/ 2+ gln‘z‘ +L7dln(27r)
Solving for y and X by setting LH(O),u, X)/0 u = 0 and dLH(O;, p, X)/0X = 0 (subject to the
constraint that X is symmetric) gives the maximum likelihood estimates (Cardinaux &
Sanderson; 2004):

The complete specification of the modeling process requires determining two model
parameters (y and ). For convenience, the compact notation A (i, X) is used to represent a
model.

5. Feature matching

5.1 Matching process
During the identification process, the characteristics of the test color band image are
analyzed by the 2D-DWT (2D-RBDCT) corresponding to each person. Then the Log-
likelihood score of the feature vectors given each GPDF model is computed. Therefore, the
score vector is given by:

Lh(0;) =[LH(O;,1y,21) LH(Oj,13,%5) LH(Ojm5,%5) -+ LH(Ojm,,%,)]

Where S represents the size of model database.

5.2 Normalization and decision process

In a verification mode, our normalization rule is formulated as D, = -10° LH(O;, A;), where D,
denotes the normalized Log-likelihood scores. In an identification mode, prior to finding the
decision, a Min-Max normalization, (Savic & Pavesic; 2002), scheme was employed to
transform the Log-likelihood scores computed into similarity scores in the same range.
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Lh—min(Lh)
max(Lh) —min(Lh)

N =

Where Lhy denotes the normalized Log-likelihood scores. Therefore, these scores are
compared, and the highest score is selected. Therefore, the best score is D, and its equal to:

Dy = max(Lhy)

This score, D,, is compared with the decision threshold T,. When D, 2 T,, the claimed
identity is accepted; otherwise it is rejected.

5.3 Fusion process

The goal of the fusion process is to investigate the systems performance when the
information from some color bands of a person is fused. In fact, in such a case the system
works as a kind of multi-modal system with a single biometric trait but with multiple units.
Therefore, the information presented by different bands (BLUE, GREEN, RED, and NIR) is
fused to make the system efficient.

Fusion at the matching-score level is preferred in the field of biometric recognition because
there is sufficient information content and it is easy to access and combine the matching
scores (Ross & Jain; 2001). In our system we adopted the combination approach, where the
individual matching scores are combined to generate a single scalar score, which is then
used to make the final decision. During the system design we experiment four different
fusion schemes: Sum-score, Min-score, Max-score and Sum-weighting-score (Singh & Vatsa;
2008). Suppose that the quantity Dy; represents the score of the i matcher (i = 1; 2; 3; 4) for
different palmprint color bands (BLUE, GREEN, RED, and NIR) and Dr represents the fusion
score. Therefore, Dr is given by:

n

e SUM Dy=3»D,
i1

e MIN Dy =min{D,}

e MAX Dp=max{D,}

n
e WHT Dp=)Y wD,
i=1

1/%(1/15512].)

w: = =1
! EER.

1

Where w; denotes the weight associated with the matcher i, with Zw; = 1, and EER; is the
equal error rate of matcher i, respectively.

6. Experimental results and discussion

6.1 Experimental database

Experiments were performed using the multi-spectral palmprint database from the Hong
Kong polytechnic university (PolyU) (PolyU Database; 2003). The database contains images
captured with visible and infrared light. Multi-spectral palmprint images were collected
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from 250 volunteers, including 195 males and 55 females. The age distribution is from 20 to
60 years old. It has a total of 6000 images obtained from about 500 different palms. These
samples were collected in two separate sessions. In each session, the subject was asked to
provide 6 images for each palm. Therefore, 24 images of each illumination from 2 palms
were collected from each subject. The average time interval between the first and the second
sessions was about 9 days.

6.2 Evaluation criteria

The measure of utility of any biometric recognition system for a particular application can
be explained by two values (Connie & Teoh; 2003). The value of the FAR criterion, which is
the ratio of the number of instances of different feature pairs of the traits found do match to
the total number of counterpart attempts, and the value of the FRR criterion, which is the
ratio of the number of instances of same feature pairs of the traits found do not match to the
total number of counterpart attempts. It is clear that the system can be adjusted to vary the
values of these two criteria for a particular application. However, decreasing one involves
increasing the other and vice versa. The system threshold value is obtained using EER
criteria when FAR = FRR. This is based on the rationale that both rates must be as low as
possible for the biometric system to work effectively.

Another performance measurement is obtained from FAR and FRR, which is the Genuine
Acceptance Rate (GAR). It represents the identification rate of the system. In order to
visually describe the performance of a biometric system, Receiver Operating Characteristics
(ROC) curves are usually given. A ROC curve shows how the FAR values are changed
relatively to the values of the GAR and vice-versa (Jain & Ross; 2004). Biometric recognition
systems generate matching scores that represent the degree of similarity (or dissimilarity)
between the input and the stored template.

Cumulative Match Curves (CMC) is another method of showing the measured accuracy
performance of a biometric system operating in the closed-set identification task. Templates
are compared and ranked based on their similarity. The CMC shows how often the
individual’s template appears in the ranks based on the match rate.

6.3 Performance of verification algorithm

In a verification mode, the log-likelihood score (LH) of the input template given each GPDF
model of the claimed person is computed. To obtain the accuracy, each of the color band
images was matched with all of the models in the database. In our experiment, we use
randomly three color band images of each person as the training samples (enrollment) and
the remainder as the test samples. The total number of matching is 562500. The number of
comparisons that have corrected matching is 2250 and 560250 incorrect matching. The
verification experiments were performed by using each of the Blue, Green, Red and NIR
features, as well as the fusion of them at the matching score level.

6.3.1 Verification in case of uni-modal system

The goal of this experiment was to evaluate the system performance when using the
information from each modality (each color band). For this, we found the performance
under different modalities (Blue, Green, Red and NIR). The performances in terms of the
EER of proposed method using the 2D-RBDCT technique for different threshold values T, is
shown in Table 1.
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Level 1 Level 2 Level 3
To EER (%) To EER (%) To EER (%)
BLUE 0.5861 4.2586 0.1609 3.6383 0.0457 6.8941
GREEN 0.5909 6.3815 0.1638 4.7971 0.0466 9.7511
RED 0.4190 3.6407 0.1433 3.5613 0.0510 5.4266
NIR 0.3950 4.9093 0.1328 4.2071 0.0469 6.2473

Table 1. Verification test result for 2D-RBDCT (Uni-modal case)

From these results, one can clearly observe advantages of using the color band RED than the
BLUE, NIR and GREEN in terms of EER for all levels. For example, in level 2, if the BLUE
feature is used a GAR of 96.3617% is obtained In the case of using the GREEN, GAR was
95.2029 %. When NIR is used, the EER was 95.7929% while a RED feature improves the result
to 96.4387 % for a database containing 250 persons. Therefore, from these test results one can
conclude that an integration of color band RED with level 2 does result in an improvement of
verification accuracy. Fig. 8.(a) compares the performance of the system for deferent levels
using RED color band. Finally, the genuine and impostor distributions are plotted in Fig. 8.(a)
and the ROC curves, shown in Fig. 8.(c), depicts the performance of the system.
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Fig. 8. Uni-modal verification test results using the level 2 decomposition with 2D-RBDCT
features extraction. (a) The ROC curves for all levels (color bands RED) , (b) The genuine
and impostor distribution and (c) The ROC curves.

In the case of using 2D-DWT, the system was tested with different thresholds and the results
are shown in Table 2. It is clear that the system achieves a minimum EER when the RED
band with level 2 is used. In level 1, the system achieves a maximum GAR of 94.5740% if the
RED band is used. For level 3, the system operates with a maximum GAR of 94.6539% at the
NIR band. Fig. 9.(a) compares the performance of the system for deferent levels using RED
color band. Fig. 9.(b) shows the two distributions for RED band using level 2 and the system
performance at all thresholds can be depicted in the form of a receiver operating
characteristic (ROC) curve, see Fig. 9.(c).

6.3.2 Verification in case of multi-modal system
The objective of this section is to investigate the combination of all color bands features in
order to achieve higher performances that may not be possible with uni-modal biometric
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Level 1 Level 2 Level 3
To EER (%) To EER (%) To EER (%)
BLUE 0.5007 5.4339 0.1183 3.6438 0.0298 6.0094
GREEN 0.5074 6.5484 0.1212 4.8002 0.0302 6.0468
RED 0.4253 5.4260 0.1006 3.5485 0.0264 5.8528
NIR 0.3845 6.2639 0.0900 3.9351 0.0238 5.3461
Table 2. Verification test result for 2D-DWT (Uni-modal case)
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Fig. 9. Uni-modal verification test results using the level 2 decomposition with 2D-DIWT
features extraction. (a) The ROC curves for all levels (color bands RED), (b) The genuine and
impostor distribution and (c) The ROC curves.

alone. Thus, in order to see the performance of the system, we have evaluated different
fusions of color bands and Table 3 summarizes the equal error rates for these experiments.
From Table 3, we can observe the advantages of using the RGBN fusion modalities at level 2.
For example, a fusion of RGB at level 1 gives a minimum EER equal to 3.0978 % at T, =
1.6919 by using SUM rule fusion. This system can achieve a minimum EER of 3.8145 % for
T, = 0.4733 in the case of level 2 fusion with SUM rule. A fusion at level 3 results in an EER
of 26.430 % at T, = 0.1416 with SUM rule fusion. In the case of using the RGBN, an EER of
2.6848 % is achieved at a threshold T, = 2.1067 at level 1 by SUM rule. In the case of level 3,
EER was 16.110% at the threshold T, = 0.1782 by using SUM rule fusion. Finally, the system
can operate at a 1.8442 % EER, and the corresponding threshold is T, = 0.6051 at level 2 by
using the WHT rule. The experimental results show that fusion of all color bands at level 2
with WHT rule fusion is much higher than the individual color bands. The multimodal
verification test results using fusion of RGBN bands at the level 2 decomposition with 2D-
RBDCT and all fusion schemes are shown in Fig. 10.(a). The genuine and imposter
distributions are shown in Fig. 10.(b). Fig. 10.(c) depicts the ROC curve. Compared with the
methods described in (Sun & Qiu; 2006), (Kumar & C.M; 2002) our system achieves better
results expressed in terms of the EERs.

In the case of the 2D-DWT, Table 4 depicts the minimum EER obtained from test database. It
can be observed that the proposed scheme can recognize palmprints more accurately as a
minimum EER of 2.5785 % has been obtained from RGBN fusion at level 2 by using SUM
rule fusion. These results are similar as 2D-RBDCT except that fusion takes place at level 3
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% Fusion of level 1 Fusion of level 2 Fusion of level 3
B | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT
m
g 3.098 | 4.605 | 5.228 | 3.933 | 3.815 | 16.14 | 9.162 | 9.032 | 26.43 | 42.50 | 48.67 | 46.52
Z
6 2.685 | 4.520 | 8.083 | 3.166 | 2.143 | 15.53 | 25.12 | 1.844 | 16.11 | 41.42 | 49.74 | 47.56
~
Table 3. Verification test result for 2D-RBDCT (Multi-modal case)
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Fig. 10. Multimodal verification test results using fusion of RGBN bands at the level 2
decomposition with 2D-RBDCT and all fusion schemes. (a) The ROC curves for all fusion
schemes, (b) The genuine and impostor distribution and (c) The ROC curves for the level 2.

% Fusion of level 1 Fusion of level 2 Fusion of level 3

5} SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT
o)

g 3.249 | 5.047 | 5.798 | 4.883 | 3.948 | 6.025 | 17.53 | 7.783 | 6.789 | 7.024 | 21.06 | 44.14
Z

6 2.777 | 4.944 | 7526 | 3.835 | 2.579 | 5.981 | 13.54 | 3.902 | 10.56 | 6.994 | 34.52 | 11.11
o~

Table 4. Verification test result for 2D-DWT (Multi-modal case)

where the minimum EER was 6.994% with To = 0.0317 by using MIN rule fusion. The test
results using fusion of RGBN bands at the decomposition level 2 with 2D-DWT and all
fusion schemes are shown in Fig. 11.(a). The genuine and impostor distributions are

estimated and are illustrated Fig. 11.(b). Fig. 11.(c) presents the verification test results and
show the ROC curve.

6.4 Performance of identification algorithm

In an identification mode the recognition system examines whether the user is one of
enrolled candidates. Therefore, the biometric data is collected and compared to all the
templates in the database. Identification is closed-set if the person is assumed to exist in the
database. In open-set identification, the person is not guaranteed to exist in the database. In
our work, the proposed method was tested for the two modes of identification.
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Fig. 11. Multimodal verification test results using fusion of RGBN bands at the level 2
decomposition with 2D-DWT and all fusion schemes. (a) The ROC curves for all fusion
schemes, (b) The genuine and impostor distribution and (c) The ROC curves for the level 2.

6.4.1 Identification in the case of uni-modal system
6.4.1.1 Open set identification

The open set identification result is clearly shown in Table 5 in the case of using 2D-RBDCT
features. From Table 5, one can observe a good performance and acceptability when the
BLUE band is used at level 2 fusion. BLUE band open set identification system based on
level 2 produces 0.0734 % accuracy, while identification system based on ‘level 1" and
system based on ‘level 3" produce 0.2729 % and 0.1388 % accuracies, respectively. In order to
show the effectiveness of the BLUE band, we have plotted ROC curves for all levels, (see
Fig. 12.(a)). The genuine and impostor distributions are estimated and are shown in Fig.
12.(b). Fig. 12.(c) presents the identification test results including the ROC curve. 2D-RBDCT
feature based identification method also outperforms other methods presented in the
literatures, such as (Prasad & Govindan; 2009), (Varchol & Levicky; 2007), (Dai & Bi; 2004).

Level 1 Level 2 Level 3
To EER (%) To EER (%) To EER (%)
BLUE 0.9171 0.2729 0.9465 0.0734 0.9460 0.1388
GREEN 0.8960 0.5036 0.9087 0.1980 0.9268 0.2526
RED 0.9258 0.5666 0.9395 0.2340 0.9432 0.3892
NIR 0.9263 0.9851 0.9307 0.3154 0.9503 0.3437

Table 5. Open set identification test result for 2D-RBDCT (Uni-modal case)

A performance comparison of all color bands using 2D-DWT features are made in Table 6.
The matching is employed for the proposed methods and the results shows that the system
performance is found to be superior (0.0734%) with BLUE band when it is compared with
the other three bands methods based on the level 2. It is also observed from the Table 6 that
changing the 2D-RBDCT with 2D-DWT does not provide any improvement in the EER. The
ROC curves for all levels (color bands BLUE), are shown in Figure 13.(a). Finally, the
genuine and impostor distributions are plotted in Fig. 13.(b) and the ROC curves, shown in
Fig. 13.(c), depicts the performance of the system.
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Fig. 12. Unimodal identification test results using the level 2 decomposition with 2D-RBDCT
features. (a) The ROC curves for all levels (color bands BLUE), (b) The genuine and impostor
distribution and (c) The ROC curves.

Level 1 Level 2 Level 3
To EER (%) To EER (%) To EER (%)
BLUE 0.9171 0.2729 0.9465 0.0734 0.9466 0.1466
GREEN 0.8982 0.4314 0.9087 0.1980 0.9268 0.2526
RED 0.9258 0.5666 0.9395 0.2340 0.9432 0.3892
NIR 0.9261 0.9811 0.9307 0.3153 0.9503 0.3437

Table 6. Open set identification test result for 2D-DWT (Uni-modal case)
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Fig. 13. Unimodal identification test results using the level 2 decomposition with 2D-DDWT
features. (a) The ROC curves for all levels (color bands BLUE), (b) The genuine and impostor
distribution and (c) The ROC curves.

6.4.1.2 Closed set identification

In the case of a closed set identification, a series of experiments were carried out to select the
best color band and the corresponding decomposition level (1, 2, 3). This has been done by
comparing all bands using all decomposition levels (i.e., 1, 2 3) and finding the color band
that gives the best identification rate. Table 7 and 8 presents the experiments results
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obtained for all color bands for 2D-RBCD and 2D-DWT, respectively. From Table 7 (Table
8), the best results of rank-one identification for the BLUE, GREEN, RED, and NIR
produce 98.0889 % with lowest rank (Rank of perfect rate) of 37, 99.2889% with lowest
rank of 13 and 98.9333 % with lowest rank of 28, respectively. As the Table 7 (Table 8)
shows, by using the BLUE band biometric with level 2, the performance of the system is
increased. Finally, the CMC curves for 2D-RBDCT based system and 2D-DWT based
system are plotted in Fig. 14.

Level 1 Level 2 Level 3
Ii{;eri(t?‘z T lowest rank Ii{;;i_([)‘;: T lowest rank 1121111;_([)23 lowest rank
BLUE 98.0889 37 99.2889 13 98.9333 28
GREEN 97.1110 119 99.2000 78 98.0000 128
RED 96.6670 160 98.8000 162 98.7556 80
NIR 94.7111 108 98.7556 69 98.4889 85

Table 7. Closed set identification test result for 2D-RBDCT (Uni-modal case)

Level 1 Level 2 Level 3
Ii{(;:ri(t?;/: T lowest rank Ii{c;:rﬁ-([)‘f/: T lowest rank Elael;l;-c[)i/ﬁ lowest rank
BLUE 98.0889 37 99.2889 13 98.9333 28
GREEN 97.6000 121 99.2000 81 98.0000 141
RED 96.6667 161 98.8000 181 98.7552 81
NIR 94.7111 121 98.4889 101 98.7511 81

Table 8. Closed set identification test result for 2D-DWT (Uni-modal case)
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Fig. 14. Uni-modal closed-set identification test for all bands at level 2. (a) 2D-RBDCT based
system and (b) 2D-DWT based system.
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6.4.2 Identification in case of multi-modal system
6.4.2.1 Open set identification

Table 9 shows the performance of fusion using different schemes when using 2D-RBDCT
method. Compared with the performance of individual biometrics showen in Table 5, the
performance of all individual biometrics in this experiment decreases to some extent. For
fusion based on RGB, the best performance is also achieved by the WHT rule at a
decomposition level 2 with a minimum EER of 0.0301% and a threshold T, = 0.9235,
followed by the SUM rule on level 3 and the SUM rule on level 1 at 0.0507 % and T, =
0.9121 and the Sum rule on level 1 at 0.0889% and T, = 0.9152. For RGBN fusion, fusion
based on SUM rule achieves a minimum EER of 0.0732 % with T, = 0.9321 at
decomposition level of 1. Level 3 results in an EER of 0.0342 % with T, = 0.9231 when
using SUM rule. The multimodal system error is decreases to 0.0158 % with T, = 0.9403
when using a decomposition level of 2 with WHT rule. The ROC curves for all fusion
schemes (RGBN fusion) are shown in Fig. 15.(a). The genuine and impostor distributions
are plotted in Fig. 15.(b) and the ROC curve of GAR against FAR for various thresholds is
shown in Fig. 15.(c).

Fusion of level 1 Fusion of level 2 Fusion of level 3
SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT

0.089 | 0.413 | 0.509 | 0.089 | 0.044 | 0.186 | 0.151 | 0.030 | 0.051 | 0.346 | 0.236 | 0.052

0.073 | 0.377 | 0.841 | 0.094 | 0.044 | 0.164 | 0.285 | 0.016 | 0.034 | 0.271 | 0.272 | 0.037

RGBN|RGB| EER

Table 9. Identification test result for 2D-RBDCT (Multi-modal case)
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Fig. 15. Multimodal identification test results using fusion of RGBN bands at the level 2
decomposition with 2D- RBDCT. (a) The ROC curves for all fusion schemes, (b) The genuine
and impostor distribution and (c) The ROC curves for the level 2 and WHT rule fusion.
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% Fusion of level 1 Fusion of level 2 Fusion of level 3
M | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT
m
LMD 0.089 1 0.387 | 0.517 | 0.107 | 0.044 | 0.186 | 0.151 | 0.021 | 0.051 | 0.346 | 0.236 | 0.054
Z
6 0.078 1 0.373 | 0.870 | 0.089 | 0.044 | 0.164 | 0.285 | 0.016 | 0.034 | 0.271 | 0.272 | 0.037
o4
Table 10. Identification test result for 2D-DWT (Multi-modal case)
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Fig. 16. Multimodal identification test results using fusion of RGBN bands at the level 2
decomposition with 2D-DWT. (a) The ROC curves for all fusion schemes, (b) The genuine
and impostor distribution and (c) The ROC curves for the level 2 and WHT rule fusion.
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Fig. 17. Uni-modal closed-set identification test for all bands at level 2. (a) 2D-RBDCT based
system and (b) 2D-DWT based system.
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Rank-one identification [%]

o~ Fusion of level 1 Fusion of level 2 Fusion of level 3
=
M | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT
)
QMD 99.29 [ 97.78 | 97.02 | 99.11 | 99.82 | 99.24 | 98.00 | 99.73 | 99.64 | 98.62 | 98.84 | 99.69
Z
@ 99.33 | 97.82 |1 94.93 | 99.02 | 99.87 | 99.24 | 98.53 | 99.73 | 99.85 | 98.89 | 98.89 | 99.64
~

Rank of perfect Identification rate
o~ Fusion of level 1 Fusion of level 2 Fusion of level 3
=
H | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT
)
QMD 51 64 160 47 24 67 89 12 12 76 80 9
Z
@ 7 58 108 13 24 61 85 12 5 56 70 6
&
Table 11. Closed set identification test result for 2D-RBDCT (Multi-modal case)

Rank-one identification [ %]

v Fusion of level 1 Fusion of level 2 Fusion of level 3
25
M | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT
m
LMD 99.07 | 98.13 | 96.80 | 99.11 | 99.82 | 99.24 | 98.80 | 99.73 | 99.64 | 98.62 | 98.84 | 99.69
Z
@ 99.07 | 98.18 | 94.89 | 99.06 | 99.87 | 99.24 | 98.53 | 99.82 | 99.85 | 98.89 | 98.89 | 99.83
~

Rank of perfect Identification rate
~ Fusion of level 1 Fusion of level 2 Fusion of level 3
84
M | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT | SUM | MIN | MAX | WHT
)
LMD 55 59 161 19 25 67 89 13 13 77 81 9
Z
6 45 51 109 43 25 61 85 13 5 57 71 7
~

Table 12. Closed set identification test result for 2D-DWT (Multi-modal case)
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In this experiment, the performance results, based on 2D-DWT method, are shown Table 10.
In this table, it can be observed that the proposed feature extraction based on 2D-DWT has a
similar performance as its 2D-RBDCT counterpart. The ROC curves for all fusion schemes
(RGBN fusion) are shown in Fig. 16.(a). The genuine and impostor distributions are plotted
in Fig. 16.(b) and the ROC curve of GAR against FAR for various thresholds is depicted in
Fig. 16.(c).

6.4.2.2 Closed set identification

To appreciate the performance differences between 2D-RBDCT and 2D-DWT feature
extraction methods, experiments were conducted and the results are shown in Table 11 and
12. We can observe that the two feature extraction methods have marginally similar
performances. Thus, the best results of rank-one identification for the RGB, RGBN are given
as 99.82 % with lowest rank of 25 and 99.87 % with lowest rank of 24, respectively. As the
Table 11 (Table 12) shows, by using the RGBN fusion with level 2, the performance of the
system is increased. Finally, the CMC curves for 2D-RBDCT based system and 2D-DWT
based system are plotted in Fig. 17.

7. Conclusion

In this chapter, we proposed algorithms to fuse the information from multi-spectral
palmprint images where fusion is performed at the matching score level to generate a
unique score which is used for recognizing a palmprint image. Several fusion rules
including SUM, MIN, MAX and WHT are employed for the fusion of the multi-spectral
palmprint at the matching score level. The features extracted from palmprint images are
obtained using 2D-DCT and 2D-DWT methods. The algorithms are evaluated using the
multi-spectral palmprint database from the Hong Kong polytechnic university (PolyU)
which consists of palmprint images from BLUE, GREEN, RED and NIR color bands.
Experimental results have shown that the combination of all colors bands palmprint images,
RGBN, performs better when compared against other combinations, RGB, for both 2D-
RBDCT and 2D-DWT extraction methods resulting in an EER of 2.1425% for verification and
0.0158% for identification. This also compares favourably against uni-modal band palmprint
recognition. Experimental results also show that these proposed methods give an excellent
closed set identification rate for the two extraction methods. For further improvement of the
system, our future work will focus on the performance evaluation using large size database,
and a combination of multi-spectral palmprint information with other biometrics such as
finger-knuckle-print to obtain higher accuracy recognition performances.
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Audio-Visual Biometrics and Forgery

Hanna Greige and Walid Karam
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1. Introduction

With the emergence of smart phones and third and fourth generation mobile and
communication devices, and the appearance of a "first generation" type of mobile
PC/PDA/phones with biometric identity verification, there has been recently a greater
attention to secure communication and to guaranteeing the robustness of embedded
multi-modal biometric systems. The robustness of such systems promises the viability
of newer technologies that involve e-voice signatures, e-contracts that have legal values,
and secure and trusted data transfer regardless of the underlying communication protocol.
Realizing such technologies require reliable and error-free biometric identity verification (IV)
systems.

Biometric IV systems are starting to appear on the market in various commercial applications.
However, these systems are still operating with a certain measurable error rate that prevents
them from being used in a full automatic mode and still require human intervention and
further authentication. This is primarily due to the variability of the biometric traits of humans
over time because of growth, aging, injury, appearance, physical state, and so forth.
Imposture can be a real challenge to biometric IV systems. It is reasonable to assume that
an impostor has knowledge of the biometric authentication system techniques used on one
hand, and, on the other hand, has enough information about the target client (face image,
video sequence, voice recording, fingerprint pattern, etc.) A deliberate impostor attempting
to be authenticated by an IV system could claim someone else’s identity to gain access to
privileged resources. Taking advantage of the non-zero false acceptance rate of the IV system,
an impostor could use sophisticated forgery techniques to imitate, as closely as possible, the
biometric features of a genuine client.

The robustness of a biometric IV system is best evaluated by monitoring its behavior under
impostor attacks. This chapter studies the effects of deliberate forgery on verification systems.
It focuses on the two biometric modalities people use most to recognize naturally each other:
face and voice.

The chapter is arranged as follows. Section [2 provides a motivation of the research
investigated in this chapter, and justifies the need for audio-visual biometrics. Section
introduces audio-visual identity verification and imposture concepts. Section[ then reviews
automated techniques of audio-visual (A/V) IV and forgery. Typically, an A/V IV system
uses audio and video signals of a client and matches the features of these signals with stored
templates of features of that client.

Next, section[Bldescribes imposture techniques on the visual and audio levels: face animation
and voice conversion. The video sequence of the client can be altered at the audio and the
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visual levels. At the audio level, a voice transformation technique is employed to change
the perceived speaker identity of the speech signal of the impostor to that of the target
client. Techniques of voice transformation are surveyed. Such techniques were not originally
developed for forgeries but have other applications. Voice conversion has been effectively
used in text-to-speech systems to produce many different new voices. Other applications
include dubbing movies and TV shows and the creation of virtual characters or even a virtual
copy of a person’s A/V identity. In this work, the main interest is to use voice conversion
techniques in forgery.

At the visual level, a face transformation of the impostor to that of the client is required.
This necessitates initially face detection and tracking, followed by face transformation. Face
animation is described, which allows a 2-D face image of the client to be animated. This
technique employs principal warps to deform defined MPEG-4 facial feature points based on
determined facial animation parameters (FAP).

Evaluation and experimental results are then provided in section[@l Results of forgery are
reported on the BANCA A/V database to test the effects of voice and face transformation
on the IV system. The proposed A/V forgery is completely independent from the baseline
A/V 1V system, and can be used to attack any other A/V IV system. The Results drawn
from the experiments show that state-of-the-art IV systems are vulnerable to forgery attacks,
which indicate more impostor acceptance, and, for the same threshold, more genuine client
denial. This should drive more research towards more robust IV systems, as outlined in the
conclusion of section[7}

2. Why audio-visual biometrics?

The identification of a person is generally established by one of three schemes: Something the
person owns and has (e.g. an identity card-ID, a security token, keys), something the person
knows (e.g. username, password, personal identification number-PIN, or a combination of
these), or something the person is or does, i.e. his/her anatomy, physiology, or behavior
(e.g. fingerprint, signature, voice, gait). The latter is the more natural scheme and relies on
biometric traits of a person for identification and authentication. An identity card can be lost,
stolen or forged; a password or a PIN can be forgotten by its owner, guessed by an impostor,
or shared by many individuals. However, biometric traits are more difficult to reproduce.
Modern identity authentication systems have started to use biometric data to complement or
even to replace traditional IV techniques.

The identity of a person is primarily determined visually by his or her face. A human
individual can also fairly well be recognized by his or her voice. These two modalities, i.e.
face and voice, are used naturally by people to recognize each other. They are also employed
by many biometric identity recognition systems to automatically verify or identify humans for
commercial, security and legal applications, including forensics. The combination of auditive
and visual recognition is yet more efficient and improves the performance of the identity
recognition systems.

Other biometric modalities have traditionally been used for identity recognition. Handwritten
signatures have long been used to provide evidence of the identity of the signatory.
Fingerprints have been used for over a hundred years to identify persons. They have also
been successfully used in forensic science to identify suspects, criminals, and victims at a
crime site. Other biometric features that help in identity recognition include the iris, the retina,
hand geometry, vein pattern of hand, gait, electrocardiogram, ear form, DNA profiling, odor,
keystroke dynamics, and mouse gestures. All of these biometric features, to the exception
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of handwritten signatures, are considered intrusive; they require the cooperation of the user,
careful exposure to biometric sensors, and might necessitate the repetition of feature capture
for correctness and more accuracy. Some of these features, e.g. odor, keystroke dynamics, are
not stable and vary from time to time, and thus are not reliable as an IV technique. DNA, on
the other hand, is infallible but cannot be used instantly as it requires laboratory analysis.
Consequently, the adoption of the two non-intrusive, psychologically neutral modalities,
i.e. face and voice, for automatic identity recognition is a natural choice, and is expected
to mitigate rejection problems that often restrain the social use of biometrics in various
applications, and broaden the use of A/V IV technologies.

In recent years, there has been a growing interest and research in A/V IV systems. Several
approaches and techniques have been developed. These techniques are surveyed below. The
robustness of these schemes to various quality conditions has also been investigated in the
literature. However, the effect of deliberate imposture on the performance of IV systems has
not been extensively reported. The robustness of a biometric IV system is best evaluated by
monitoring its behavior under impostor attacks. Such attacks may include the transformation
of one, many, or all of the biometric modalities.

3. Audio-visual identity verification and imposture

Typically, an automatic A/V IV system uses audio and video signals of a client and matches
the features of these signals with stored templates of features of that client. A decision, in
terms of a likelihood score, is made on whether to accept the claimed identity or to reject it.
Fig. [[(@)]depicts the concept. To be authenticated on a biometric system, an impostor attempts
to impersonate a genuine client. He uses an imposture system to convert his own audio and
video signals to defeat the verification system. This process is modeled in Fig. [1(b)|

AN ?elquence - AV identity
of client ¥ verification system score

(a) Identity verification

“forged” AV - -
AV sequence Imposture sequence of client A/V identity
of impostor system verification system score

(b) Imposture

Fig. 1. Audio-visual identity verification and imposture

The imposture concept can be summarized as follows. The video sequence of the client can be
altered at the audio and the visual levels. At the audio level, a voice transformation technique
is employed to change the perceived speaker identity of the speech signal of the impostor to
that of the target client. At the visual level, a face transformation of the impostor to that of
the client is required. This necessitates initially face detection and tracking, followed by face
transformation. Fig. 2ldepicts the concept.

The purpose of the work described in this chapter is to build such an A/V transformation
imposture system and to provide a better understanding of its effect on the performance of
automatic A/V IV systems. An attempt is made to increase the acceptance rate of the impostor
and to analyzing the robustness of the recognition system.
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Fig. 2. The audio-visual imposture system

4. Audio-visual identity verification

An A/V IV system uses face and speech traits to verify (or to deny) a claimed identity. Face
verification authenticates a person’s identity by relying solely on facial information based on a
set of face images (or a video sequence.) Speaker verification, on the other hand, authenticates
the subject’s identity based on samples of his speech. In this study, IV couples the speech and
the face modalities by fusing scores of the respective verification systems.

4.1 Speaker verification

Speech carries primarily two types of information, the message conveyed by the speaker, and
the identity of the speaker. In this work, analysis and synthesis of the voice of a speaker is
text-independent and completely ignore the message conveyed. The focus is on the identity
of the speaker.

To process a speech signal, a feature extraction module calculates relevant feature vectors from
the speech waveform. On a signal window that is shifted at a regular rate a feature vector
is calculated. Generally, cepstral-based feature vectors are used (section EIT). A stochastic
model is then applied to represent the feature vectors from a given speaker. To verify a claimed
identity, new utterance feature vectors are generally matched against the claimed speaker
model and against a general model of speech that may be uttered by any speaker, called the
world model. The most likely model identifies if the claimed speaker has uttered the signal
or not. In text independent speaker verification, the model should not reflect a specific speech
structure, i.e. a specific sequence of words. State-of-the art systems use Gaussian Mixture
Models (GMM) as stochastic models in text-independent mode (sections ET.2land E1.3])
Speaker verification encompasses typically two phases: a training phase and a test phase.
During the training phase, the stochastic model of the speaker is calculated. The test phase
determines if an unknown speaker is the person he claims to be. Fig. B(@)]and fig. B(b)|provide
a block diagram representations of the concept.

4.1.1 Feature extraction

The first part of the speaker verification process is the speech signal analysis. Speech is
inherently a non-stationary signal. Consequently, speech analysis is normally performed
on short fragments of speech where the signal is presumed stationary. Typically, feature
extraction is carried out on 20 to 30 ms windows with 10 to 15 ms shift between two successive
windows. To compensate for the signal truncation, a weighting signal (Hamming window,
Hanning windowE) is applied on each window of speech. The signal is also filtered with a
first-order high-pass filter, called a pre-emphasis filter, to compensate for the -6dB/octave
spectral slope of the speech signal. This pre-emphasis step is conventionally used before
windowing.
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Fig. 3. The speaker verification system

Coding the truncated speech windows is achieved through variable resolution spectral
analysis. Traditionally, two techniques have been employed: Filter-bank analysis, and
linear-predictive analysis. Filter-bank analysis is a conventional spectral analysis technique
that represents the signal spectrum with the log-energies using a filter-bank of overlapping
band-pass filters. Linear predictive analysis is another accepted speech coding technique. It
uses an all-pole filter whose coefficients are estimated recursively by minimizing the mean
square prediction error.

The next step is cepstral analysis. The cepstrum is the inverse Fourier transform of the
logarithm of the Fourier transform of the signal. A determined number of mel frequency
cepstral coefficients (MFCC) are used to represent the spectral envelope of the speech signal.
They are derived from either the filter bank energies or from the linear prediction coefficients.
To reduce the effects of signals recorded in different conditions, Cepstral mean subtraction
and feature variance normalization is used. First and second order derivatives of extracted
features are appended to the feature vectors to account for the dynamic nature of speech.

4.1.2 Silence detection and removal

The silence part of the signal alters largely the performance of a speaker verification system.
Actually, silence does not carry any useful information about the speaker, and its presence
introduces a bias in the score calculated, which deteriorates the performance of the system.
Therefore, most of the speaker recognition systems remove the silence parts from the signal
before starting the recognition process. Several techniques have been used successfully for
silence removal. In this work, we suppose that the energy in the signal is a random process
that follows a bi-Gaussian model, a first Gaussian modeling the energy of the silence part and
the other modeling the energy of the speech part. Given an utterance and more specifically the
computed energy coefficients, the bi-Gaussian model parameters are estimated using the EM
algorithm. Then, the signal is divided into speech parts and silence parts based on a maximum
likelihood criterion. Treatment of silence detection is found in (Paoletti & Ertgﬂ,M).

4.1.3 Speaker classification and modeling
Each speaker possesses a unique vocal signature that provides him with a distinct identity.
The purpose of speaker classification is to exploit such distinctions in order to verify the



48 Advanced Biometric Technologies

identity of a speaker. Such classification is accomplished by modeling speakers using a
Gaussian Mixture Model (GMM).

Assume a given sample of speech Y, and a speaker S. Speaker verification is an attempt
to determine if Y was spoken by S. The hypothesis test of equation [[] can be stated. An
optimum test to decide between the null hypothesis Hy and the alternative hypothesis Hj is
the likelihood ratio test:

>
(Y1t ) = 0 accept Hy

p(Y[H:)

<0 reject Hy
@
Hy: Speech sample Y belongs to speaker S

Hj: Speech sample Y does not belong to speaker S

where p (Y | H;), i = 0,1 is the likelihood of the hypothesis H; given the speech sample Y,
and 0 is the decision threshold for accepting or rejecting Hy. Figure 8 below describes speaker
verification based on a likelihood ratio. A speech signal is first treated (noise reduction and
linear filtering), then speaker-dependent features are extracted as described in section 11|
above. The MFCC feature vectors, denoted X = {x1,x,...,x,}, are then used to find the
likelihoods of Hy and Hj. Since speaker modeling is based on a mixture of Gaussians, as
described in the next section[LT4] Hj can be represented by the GMM model of the speaker
As, which symbolizes the mean vector and the covariance matrix parameters of the Gaussian
distribution of the feature vectors of the speaker.

speech - feature

Fig. 4. Speaker verification based on a likelihood ratio

speaker

The alternative hypothesis Hj can also be represented by a GMM model A5, which models the
entire space of alternatives to the speaker. This model is typically known as the "Universal
Background Model" (UBM), or the "World Model". Alternative approaches represent the
non-speaker space by a set of models representing the impostors.

The logarithm of the likelihood ratio p (X | As)/p (X | As) is often computed:

A(X) =logp (X |As) —logp (X | As) 2

4.1.4 Gaussian mixture models

A mixture of Gaussians is a weighted sum of M Gaussian densities P(x | A) = Y;—1.p &; fi (%)
where x is an MFCC vector, f;(x) is a Gaussian density function, and «; the corresponding
weights. Each Gaussian is characterized by its mean y; and a covariance matrix ;. A speaker
model A is characterized by the set of parameters (a;, i, Y )i=1:Mm-

For each client, two GMM'’s are used, the first corresponds to the distribution of the training
set of speech feature vectors of that client, and the second represents the distribution of the
training vectors of a defined "world model". To formulate the classification concept, assume
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a speaker is presented along with an identity claim C. The feature vectors X = {x; }fi | are
extracted. The average log likelihood of the speaker having identity C is calculated as

ﬁ(XIAc)=%§10gp(ﬁlAc) ®)
i=1
where N
G
(i1 = Ema sy o)
j=
Ac :{mj&, Covj};\: (4)

N (x4, Covy) = S — 0]
B (2m)% |Cov;|*

Covj

is a multivariate Gaussian function with mean ; and diagonal covariance matrix Cov;, and
D is the dimension of the feature space, A, is the parameter set for person C, Ng is the
number of Gaussians, mj = weight for Gaussian j, and Z,I(V; e = 1Lmyg > 0Vk. With
a world model of w persons, the average log likelihood of a speaker being an impostor
is found as £ (X | Aw) = & Zfiwl logp (ﬁ \ /\w). An opinion on the claim is then found:
O(X)=L(X]|A:)— L (X | Aw) As a final decision to whether the face belongs to the claimed
identity, and given a certain threshold ¢, the claim is accepted when O (X) > t, and rejected
when O (X) < t. To estimate the GMM parameters A of each speaker, the world model
is adapted using a Maximum a Posteriori (MAP) adaptation (Gauvain & Lee, 1994). The
world model parameters are estimated using the Expectation Maximization (EM) algorithm
(Dempster et all,[1977).

The EM algorithm is an iterative algorithm. Each iteration is formed of two phases: the
Estimation (E) phase and the Maximization (M) phase. In the E phase the likelihood function
of the complete data given the previous iteration model parameters is estimated. In the M
phase new values of the model parameters are determined by maximizing the estimated
likelihood. The EM algorithm ensures that the likelihood on the training data does not
decrease with the iterations and therefore converges towards a local optimum. This local
optimum depends on the initial values given to the model parameters before training and
therefore, the initialization of the model parameters is a crucial step.

GMM client training and testing is performed on the speaker verification toolkit BECARS
(Blouet et all, 2004). BECARS implements GMM'’s with several adaptation techniques, e.g.
Bayesian adaptation, MAP, maximum likelihood linear regression (MLLR), and the unified
adaptation technique defined in (Mokbel, 2001).

The speaker recognition system requires two models: the model of the claimed speaker and
the world model. The direct estimation of the GMM parameters using the EM algorithm
requires a large amount of speech feature vectors. This can be easily satisfied for the world
model where several minutes from several speakers may be collected offline. For the speaker
model, this introduces a constraint, i.e. the speaker to talk for large duration. To overcome
this, speaker adaptation techniques may be used (Mokbel, 2001) to refine the world model
parameters Ay into speaker specific parameters As.
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4.1.5 Score normalization

The last step in a speaker verification system is the decision of whether a speaker is the claimed
identity (fig. B(B)). It involves matching the claimed speaker model to speech samples by
comparing a likelihood measure to a decision threshold. If the likelihood measure is smaller
that the threshold, the speaker is rejected, otherwise, he is accepted. The choice of the decision
threshold is not a simple task, and cannot be universally fixed due to the large score variability
of various experiments. This is primarily due to the variability of conditions of speech capture,
voice quality, speech sample duration, and background noise. It is also due to inter-speaker
or intra-speaker differences between the enrollment speech data and the data used for testing.
Score normalization is used to lessen the effect of the score variability problem. Different score
normalization techniques have been proposed (Bimbot et all, 2004; Li & Porter, [198§). These
include Z-norm, H-norm, T-norm, HT-norm, C-norm, D-norm, and WMAP.

Z-norm is a widely used normalization technique that has the advantage of being performed

offline during the speaker training phase. Given a speech sample data X, a speaker model
La(X)—pa
O

7

A, and the corresponding score Ly (X). The normalized score is given by L) (X) =
where 1) and 0 are the score mean and standard deviation of the speaker A.

4.2 Face verification
The human face is a prominent characteristic that best distinguishes individuals. It forms an
important location for person identification and transmits momentous information in social
interaction. Psychological processes involved in face identification are known to be very
complex, to be present from birth, and to involve large and widely distributed areas in the
human brain. The face of an individual is entirely unique. It is determined by the size, shape,
and position of the eyes, nose, eyebrows, ears, hair, forehead, mouth, lips, teeth, cheeks, chin,
and skin.
Face verification is a biometric person recognition technique used to verify (confirm or deny)
a claimed identity based on a face image or a set of faces (or a video sequence). Methods of
face verification have been developed and surveyed in the literature (Chellappa et all, [1995;
, 2002; [Fromherz et al!, [1997; [Zhang et all, [1997). (Zhao et all, 2003) classifies
these methods into three categories: Holistic methods, feature-based methods, and hybrid
methods. These methods are classified according to the differences in the feature extraction
procedures and/or the classification techniques used.

4.2.1 Holistic methods

Holistic (global) identity recognition methods treat the image information without any
localization of individual points. The face is dealt with as a whole without any explicit
isolation of various parts of the face. Holistic techniques employ various statistical analysis,
neural networks and transformations. They normally require a large training set but they
generally perform better. However, such techniques are sensitive to variations in position,
rotation, scale, and illumination and require preprocessing and normalization.

Holistic methods include Principal-component analysis (PCA) and eigenfaces
(Turk & Pentland, |1221|), Linear Discriminant Analysis (LDA) m, @), Support
Vector MachirlgzméSVM) m, @), and Independent Component Analysis (ICA)

,2002).
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4.2.2 Feature-based methods

As opposed to holistic methods, feature-based techniques depend on the identification of
fiducial points (reference or feature points) on the face such as the eyes, the nose, and the
mouth. The relative locations of these feature points are used to find geometric association
between them. Face recognition thus combines independent processing of the eyes, the nose,
the mouth, and other feature points of the face. Since detection of feature points precedes the
analysis, such a system is robust to position variations in the image.

Feature-based methods include graph matching (Wiskottetall, 1997), Hidden Markov
Models (HMM) (Nefian & Haves, [S_amana_&_Y_can [1994), and a Bayesian Framework

(Liu & Wechslet, M,Mg_ﬂia_el_a_l,M)

4.2.3 Hybrid and other methods

These methods either combine holistic and feature-based techniques or employ methods

that do not fall in either category. These include Active Appearance Models (AAM)

(Edwards et all, [1998), 3-D Morphable Models (Blanz & Vetter, 2003), 3-D Face Recognition
Bronstein et all, [2004), the trace transform (Kadyrov & Petr od, [2001; [Srisuk et all, [2003), and

kernel methods (Yang, 2002; Zhou et all, 2004).

The process of automatic face recognition can be thought of as being comprised of four

stages: 1-Face detection, localization and segmentation, 2-Normalization, 3-Facial feature

extraction, and 4-Classification (identification and/or verification). These subtasks have been

independently researched and surveyed in the literature, and are briefed next.

4.2.4 Face detection and tracking in a video sequence
4.2.4.1 Face detection

Face detection is an essential part of any face recognition technique. Given an image, face
detection algorithms try to answer the following questions

o Is there a face in the image?
o If there is a face in the image, where is it located?

e What are the size and the orientation of the face?

Face detection techniques are surveyed in (Hjelmas & Low, 2001). The face detection
algorithm used in this work has been introduced initially by (Viola & ones, M) and later
developed further by (Lienhart & Maydt,[2002) at Intel Labs. It is a machine learning approach

based on a boosted cascade of simple and rotated haar-like features for visual object detection.

4.2.4.2 Face tracking in a video sequence

Face tracking in a video sequence is a direct extension of still image face detection techniques.
However, the coherent use of both spatial and temporal information of faces makes the
detection techniques more unique. The technique used in this work employs the algorithm
developed by MMJM) on every frame in the video sequence. However, three
types of errors are identified in a talking face video: 1-More than one face is detected, but
only one actually exists in a frame, 2-A wrong object is detected as a face, and 3-No faces
are detected. Fig. [f] shows an example detection from the BANCA database ,

), where two faces have been detected, one for the actual talking-face subject, and a false
alarm. The correction of these errors is done through the exploitation of spatial and temporal
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information in the video sequence as the face detection algorithm is run on every subsequent
frame. The correction algorithm is summarized as follows:

(a) More than one face area detected: The intersections of these areas with the area of the face
of the previous frame are calculated. The area that corresponds to the largest calculated
intersection is assigned as the face of the current frame. If the video frame in question
is the first one in the video sequence, then the decision to select the proper face for that
frame is delayed until a single face is detected at a later frame, and verified with a series
of subsequent face detections.

(b) No faces detected: The face area of the previous frame is assigned as the face of the current
frame. If the video frame in question is the first one in the video sequence, then the
decision is delayed as explained in part (a) above.

(c) A wrong object detected as a face: The intersection area with the previous frame face area
is calculated. If this intersection ratio to the area of the previous face is less than a certain
threshold, e.g. 80%, the previous face is assigned as the face of the current frame.

SR S

Fig. 5. Face Detection and Tracking

Fig. [Blbelow shows a sample log of face detection. The coordinates shown are (x, y) of the top
left-hand corner of the rectangle encompassing the face area, and its width and height.

Frame 409: Found 1 face: 334 297 136 136 100.00 %
Frame 410: Found 1 face: 334 293 138 138 95.69 %

Frame 411: Found 1 face: 332 292 139 139 97.85 %

Frame 412: Found 2 faces. Previous face: 332 292 139 139
Face 0: 114 425 55 55 0.00 %

Face 1: 331 291 141 141 97.18 %

Selected face 1: 331 291 141 141

Frame 413: Found 1 face: 332 292 141 141 98.59 %
Frame 414: Found 1 face: 333 292 138 138 100.00 %
Frame 415: Found 1 face: 333 292 138 138 100.00 %
Frame 416: Found 1 face: 333 294 138 138 98.55 %
Frame 417: Found 3 faces. Previous face: 333 294 138 138
Face 0: 618 381 52 52 0.00 %

Face 1: 113 424 55 55 0.00 %

Face 2: 334 294 135 135 100.00 %

Selected face 2: 334 294 135 135

Frame 418: Found 1 face: 336 295 132 132 100.00 %
Frame 419: Found 1 face: 332 291 141 141 87.64 %
Frame 420: Found 1 face: 332 292 139 139 100.00 %
Frame 421: Found 1 face: 334 292 136 136 100.00 %
Frame 422: Found 1 face: 332 291 141 141 93.03 %

Fig. 6. Sample log of a face detection and tracking process
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4.2.5 Face normalization
Normalizing face images is a required pre-processing step that aims at reducing the variability
of different aspects in the face image such as contrast and illumination, scale, translation,

rotation, and face masking. Many works in the literature d]ielhum_eur_&_Krj_egmaﬂ, [1998;
[Sj&ets_&j&eng, [199d; Turk & Pentland, [1221]) have normalized face images with respect to
translation, scale, and in-plane rotation, while others have also included masking and affine
warping to properly align the faces (Moghaddam & Pentland, 1997). (Craw & Cameron,1992)
have used manually annotated points around shapes to warp the images to the mean shape,
leading to shape-free representation of images useful in PCA classification.

The pre-processing stage in this work includes four steps:

¢ Scaling the face image to a predetermined size (wy, hif).

e Cropping the face image to an inner-face, thus disregarding any background visual data.
¢ Disregarding color information by converting the face image to grayscale.

¢ Histogram equalization of the face image to compensate for illumination changes.

Fig. llbelow shows an example of the four steps.

(a) detected face  (b) cropped '"inner" (c) face (d) histogram-equalized
face face

i

Fig. 7. Preprocessing face images

4.2.6 Facial feature extraction

The face feature extraction technique used in this work is DCT-mod2, initially introduced
by (Sanderson & Paliwal, 2002), who showed that their proposed face feature extraction
technique outperforms PCA and 2-D Gabor wavelets in terms of computational speed and
robustness to illumination changes. This feature extraction technique is briefed next. A
face image is divided into overlapping N x N blocks. Each block is decomposed in terms
of orthogonal 2-D DCT basis functions, and is represented by an ordered vector of DCT
coefficients:

T
céb’“)cgb’“)...cg\l;’f)l 5)
where (b, a) represent the location of the block, and M is the number of the most significant
retained coefficients. To minimize the effects of illumination changes, horizontal and
vertical delta coefficients for blocks at (b,a) are defined as first-order orthogonal polynomial
coefficients:

1
Z khkc1(1b,a+k) Z kh b+ka

AP = I% A I% 6)

Y gk Y gk

k=—1 k=—1
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The first three coefficients ¢y, c1, and ¢, are replaced in (B) by their corresponding deltas to
form a feature vector of size M+3 for a block at (b, a):

T
AhCQAvCoAhclAvclAhCzAvC2C3C4...CM,1 (7)

In this study, neighboring blocks of 8 x 8 with an overlap of 50% is used. M, the number of
retained coefficients is fixed at 15.

4.2.7 Classification

Face verification can be seen as a two-class classification problem. The first class is the case
when a given face corresponds to the claimed identity (client), and the second is the case
when a face belongs to an impostor. In a similar way to speaker verification, a GMM is used
to model the distribution of face feature vectors for each person. The reader is referred back to
sections [ T3land AT for a detailed treatment of identity classification and Gaussian mixture
modeling.

4.3 Audio-visual data fusion

An A/V 1V system uses face and voice biometric traits to verify (or to deny) a claimed identity.
Face verification authenticates a person’s identity by relying solely on facial information
based on a set of face images (or a video sequence.) Speaker verification, on the other hand,
authenticates the subject’s identity based on samples of his speech. In this study, IV couples
the speech and the face modalities by fusing scores of the respective verification systems.

It has been shown that biometric verification systems that combine multiple modalities
outperform single biometric modality systems (Kittled,[1998). A final decision on the claimed
identity of a person relies on both the speech-based and the face-based verification systems.
To combine both modalities, a fusion scheme is needed. Fusion can be achieved at different

levels (Ross & Jairl,2003) (Fig.[B):

e Fusion at the feature extraction level, when extracted feature vectors originating from the
multiple biometric systems are combined (Fig. [8(a))

e Fusion at the matching level, when the multiple scores of each system are combined (Fig.
B(b)), and
¢ Fusion at the decision level, when the accept/reject decisions are consolidated (Fig. .

Different fusion techniques have been proposed and investigated in the literature.
(Ben-Yacoub et al), 1999) evaluated different binary classification approaches for data fusion,
namely Support Vector Machine (SVM), minimum cost Bayesian classifier, Fisher’s linear
discriminant analysis, C4.5 decision classifier, and multi layer perceptron (MLP) classifier. The
use of these techniques is motivated by the fact that biometric verification is merely a binary
classification problem. Other fusion techniques used include the weighted sum rule and the
weighted product rule. It has been shown that the sum rule and support vector machines are
superior when compared to other fusion schemes (Chatzis et all, [1999; |Ej_er_r_ez;Aguilar_et_aL|,
).
In this study, fusion at the classification level is used. The weighted sum rule fusion technique
is employed to fuse the scores of the face and voice classifiers. The sum rule computes the
A/V score s by weight averaging: s = wsss + w F5fs where wg; and w £ are speech and face
score weights computed so as to optimize the equal error rate (EER) on the training set. The




Audio-Visual Biometrics and Forgery 55

video frames featur.e
extraction

feature
extraction

(a) Fusion at the feature extraction level

video frames featur_e classification
extraction
A/V sequence
feature classification
extraction

(b) Fusion at the classification level

- feature o |score ——— accept/
video frames [ classification ]4,[ decision }\relect accept/
A/V sequence [ fusion ]@cﬁ
| feature classification ]_>[ decision }/'
speech signal [ score accept/

reject

accept/

fusion Hclassification score decision]ﬁit

A/V sequence

speech signal

score accept/

. - reject
fusion 159°'S( decision | IS5

speech signal

(c) Fusion at the decision level
Fig. 8. The three levels of fusion of A/V biometric systems

speech and face scores must be in the same range (e.g. ;¢ = 0,0 = 1) for the fusion to be

meaningful. This is achieved by normalizing the scores s,,,.,(s) = %, Snorm(f) = %

5. Audio-visual imposture

Imposture is the act or conduct of a person (impostor) to pretend to be somebody else in an
effort to gain financial or social benefits. In the context of this work, imposture is an attempt
to increase the acceptance rate of one or more computer-based biometric verification systems
and get authenticated to gain access to privileged resource. A/V imposture encompasses the
transformation of both audio (voice) and visual (face) features, as developed below.

5.1 Voice transformation
Voice transformation, also referred to as speaker transformation, voice conversion, or speaker
forgery, is the process of altering an utterance from a speaker (impostor) to make it sound as if
it were articulated by a target speaker (client.) Such transformation can be effectively used by
an avatar to impersonate a real human and converse with an Embodied Conversational Agent
(ECA). Speaker transformation techniques might involve modifications of different aspects of
the speech signal that carries the speaker’s identity such as the Formant spectra i.e. the coarse
spectral structure associated with the different phones in the speech signal (Kain & Macon,
), the Excitation function i.e. the "fine" spectral detail, the Prosodic features i.e. aspects of
the speech that occur over timescales larger than individual phonemes, and the Mannerisms
such as particular word choice or preferred phrases, or all kinds of other high-level behavioral
characteristics. The formant structure and the vocal tract are represented by the overall
spectral envelope shape of the signal, and thus are major features to be considered in voice
transformation (Kain & Macon, 2001).
Several voice transformation techniques have been proposed in the literature (Abe et al
(1988); Kain & Macorl (2001); Perrot et al. (2005); Stylianou & Cappe (1998); Sundermann et al!
(2006); Todd (2009); [Ye & Young (2004)). These techniques can be classified as text-dependent
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methods and text independent methods. In text-dependent methods, training procedures are
based on parallel corpora, i.e. training data have the source and the target speakers uttering

the same text. Such methods include vector quantization (Abe et all (1988); |Arslarl (1999)),
linear transformation (Kain & Macon, 12001; H&&_Xmmg, [2003), formant transformation
(Turajlic et all,2003), vocal tract length normalization (VTLN) (Sundermann et all,2003), and

prosodic transformation ,2010). In text-independent voice conversion techniques,
the system trains on source and target speakers uttering different text. Techniques include
text-independent VTLN (Sundermann et all, [2003), maximum likelihood adaptation and
statistical techniques (Karam et all, [2009; [Mouchtaris et all, 2004; [Stylianou & Cappe, [1998),
unit selection d_miemmet_ﬂ, |JM), and client memory indexation. dgh(ﬂet_e_t_ﬂ, 2007;
Constantinescu et al], ﬂﬂﬁg; Perrot et al],m,)ﬂﬂ).

The analysis part of a voice conversion algorithm focuses on the extraction of the speaker’s
identity. Next, a transformation function is estimated. At last, a synthesis step is achieved to
replace the source speaker characteristics by those of the target speaker.

Consider a sequence of spectral vectors uttered by a source speaker (impostor) Xs; =
[x1, X2, ..., X,], and another sequence pronounced by a target speaker Y; = [y1, Y2, ..., ¥u|. Voice
conversion is based on the estimation of a conversion function F that minimizes the mean
square error €yse = E| ||y — F(x)||?], where E is the expectation. Two steps are useful to build
a conversion system: training and conversion. In the training phase, speech samples from the
source and the target speakers are analyzed to extract the main features. For text-dependent
voice conversion, these features are time aligned and a conversion function is estimated
to map the source and the target characteristics (Fig. [9(a)). In a text-independent voice
conversion system, a model of the target speaker is used to estimate the mapping function
as illustrated in Fig. [9(b)|

The aim of the conversion is to apply the estimated transformation rule to an original
speech pronounced by the source speaker. The new utterance sounds like the same speech
pronounced by the target speaker, i.e. pronounced by replacing the target characteristics by
those of the source voice. The last step is the re-synthesis of the signal to reconstruct the source
speech voice (Fig. [0).

source speech -
X = lx, %y x] feature extraction
time alignment mapping
functlon F
)ia[%ét SpeeChl ——»| feature extraction

t roe

(a) in text-dependent voice conversion

source speech : - mapping
X-lx, X’: ) —»[ feature extraction ]—»[ alignment ]—» function F

)}argﬁt SxpeeCh —»( feature extraction ]—»[ modelmg]—T

(b) in text-independent voice conversion

Fig. 9. Voice conversion mapping function estimation

Voice conversion can be effectively used by an avatar to impersonate a real human and
hide his identity in a conversation with an ECA. This technique is complementary with face
transformation in the creation of an avatar that mimics in voice and face a target real human.
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mapping
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Fig. 10. Voice conversion

In this work, MixTrans, initially introduced by (Karam et all, M), is used as a
mixture-structured bias voice transformation, and it is briefed next.

5.1.1 MixTrans speaker transformation

MixTrans is a text-independent speaker transformation technique that operates in the cepstral
domain by defining a transformation that maps parts of the acoustical space to their
corresponding time-domain signals. A speaker is stochastically represented with a GMM
model. A deviation from this statistical estimate of the speaker it estimates could make the
model better represent another speaker. Given a GMM model A; of a known target speaker ¢;
At can be obtained from a recorded speech of speaker . The impostor s provides to the system
the source speech Xs, which was never uttered by the target. MixTrans makes use of Xj, its
extracted features (MFCC), and the target model A; to compute the transformed speech X.
X! is time-aligned with, and has the same text as X;, but appears to have been uttered by the
target speaker t, as it inherits the characteristics of the source speaker s. Fig. [[T] provides a
block diagram of the proposed MixTrans technique.

MixTrans comprises several linear time-invariant filters, each of them operating in a part of
the acoustical space:

Ty(X) = Y Pr(X+bg) =Y P X+ Y Pibe=X+) Prby (8)
k k k k

where by represents the k' bias and Py is the probability of being in the k' part of the

acoustical space given the observation vector X, parameter  being the set of biases {b;}.

Py is calculated using a universal GMM modeling the acoustic space (Karam_ et al! (2009)).

The parameters of the transformation are estimated such that source speech vectors are

best represented by the target client GMM model A using the maximum likelihood criterion

4 = argmax£L (7, (X)|A). Parameters {by} are calculated iteratively using the EM algorithm.
v

source speech feature Mlerans transformed speech
X extractlon X =¥, X, X))

recorded speech

— | feature target speaker
of target speaker ¢ extraction GMM model
world model > ;”r

Fig. 11. MixTrans block diagram

5.2 Face transformation

Face transformation is the process of converting someone’s face to make it partially or
completely different. Face transformation can be divided into two broad categories:
Inter-person transformation, and intra-person transformation. In intra-person transformation,
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the face is transformed in such a way as to have the subject retain his/her identity. The
application of such transformation might be

¢ Face Beautification, i.e. to make the face look more attractive. Such applications are used in
beauty clinics to convince clients of certain treatments. Example characteristic features of a
female "more attractive" face include a narrower facial shape, fuller lips, a bigger distance
of eyes, darker and narrower eye brows, a narrower nose, and no eye rings.

e Age modification, i.e. to make the face look younger or older by modifying the qualities
of the facial appearance. Such qualities include those of a baby face, a juvenile, a teenager,
and an adult. For example, the visual facial features of a baby include a small head, a
curved forehead, large round eyes, small short nose, and chubby cheeks. One application
of age modification is the projection of how a person might look when he gets old.

e Expression modification, i.e. the alteration of the mental state of the subject by changing
the facial expression, e.g. joy, sadness, anger, fear, disgust, surprise, or neutral.

e Personalized Avatars, i.e. a computer user’s representation of himself or herself, whether
in the form of a 2-D or a 3-D model that could be used in virtual reality environments and
applications such as games and online virtual worlds.

In inter-person transformation, the face is transformed so as to give the impression of being
somebody else. The application of such transformation might be decoy, i.e. a form of
protection for political, military, and celebrity figures. This involves an impersonator who
is employed (or forced) to perform during large public appearances, to mislead the public.
Such act would entail real time face transformation and 3-D animation and projection on
large screens as well as imitating, naturally or synthetically, the public figure’s voice, and
mannerism.

e Caricatural impression, i.e. an exaggerated imitation or representation of salient features
of another person in an artistic or theatrical way. This is used by impressionists, i.e.
professional comedians, to imitate the behavior and actions of a celebrity, generally for
entertainment, and makes fun of their recent scandals or known behavior patterns.

e Imposture or identity theft, i.e. the act of deceiving by means of an assumed character.
The face of the impostor is altered so as to resemble some other existing person whose
identity and facial features are publicly known in a certain real or virtual community. This
application can be used to test the robustness of A/V IV systems to fraud. This latter
concept is the purpose of this work.

Face transformation involves face animation of one or several pictures of a face, and can be
two or three-dimensional. Face animation is described next.

5.2.1 Face animation

Computer-based face animation entails techniques and models for generating and animating
images of the human face and head. The important effects of human facial expressions
on verbal and non-verbal communication have caused considerable scientific, technological,
and artistic interests in the subject. Applications of computer facial animation span a wide
variety of areas including entertainment (animated feature films, computer games, etc.)
communication (teleconferencing), education (distance learning), scientific simulation, and
agent-based systems (e.g. online customer service representative).
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To complete the scenario of A/V imposture, speaker transformation is coupled with face
transformation. It is meant to produce synthetically an "animated" face of a target person,
given a still photo of his face and some animation parameters defined by a source video
sequence.

Several commercial and experimental tools for face animation are already available for
the professional and the research communities. CrazyTalk! is an animation studio that
provides the facility to create 3-D talking characters from photos, images or illustrations,
and provides automatic lip-sync animation from audio and typed text. Other computer
animated talking heads and conversational agents used in the research community include
Greta (Pasquariello & Pelachaud, 2001), Baldi (Massard, 2003), MikeTalk ,
), and Video Rewrite (IB_regl_er_e_t_Ll], [1997), among others.

The face animation technique used in this work is MPEG-4 compliant, which uses a very
simple thin-plane spline warping function defined by a set of reference points on the target
image, driven by a set of corresponding points on the source image face. This technique is
described next.

5.2.2 MPEG-4 2D face animation

MPEG-4 is an object-based multimedia compression standard, which defines a standard for
face animation (Tekalp & Ostermann, 2000). It specifies 84 feature points [[2] that are used
as references for Facial Animation Parameters (FAPs). 68 FAPs allow the representation of
facial expressions and actions such as head motion and mouth and eye movements. Two FAP
groups are defined, visemes (FAP group 1) and expressions (FAP group 2). Visemes (FAP1)
are visually associated with phonemes of speech; expressions (FAP2) are joy, sadness, anger,
fear, disgust, and surprise.

Fig. 12. MPEG-4 feature points

An MPEG-4 compliant system decodes a FAP stream and animates a face model that has
all feature points properly determined. In this paper, the animation of the feature points is
accomplished using a simple thin-plate spline warping technique, and is briefly described
next.

5.2.3 Thin-plate spline warping
The thin-plate spline (TPS), initially introduced by Duchon (Duchorl, 1976), is a
geometric mathematical formulation that can be applied to the problem of 2-D coordinate

1 http:/ /www.reallusion.com/crazytalk/
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transformation. The name thin-plate spline indicates a physical analogy to bending a thin
sheet of metal in the vertical z direction, thus displacing x and y coordinates on the horizontal
plane. TPS is briefed next. Given a set of data points {w;,i = 1,2,..,K} in a 2-D plane D
for our case, MPEG-4 facial feature points D a radial basis function is defined as a spatial
mapping that maps a location x in space to a new location f(x) = YK | c;¢p(||x — w;|), where
{c¢;} is a set of mapping coefficients and the kernel function ¢(r) = r*Inr is the thin-plate
spline (Booksteir], ). The mapping function f(x) is fit between corresponding sets of
points {x;} and {y;} by minimizing the "bending energy" I, defined as the sum of squares
of the second-order derivatives of the mapping function:

e = |/ [(ffx{)zu (22;;): (g;f;)z} dxdy ©)
/4

Fig. [[3]shows thin-plate spline warping of a 2-D mesh, where point A on the original mesh is
displaced by two mesh squares upward, and point B is moved downward by 4 mesh squares.
The bent mesh is shown on the right of fig.

Fig. 13. TPS warping of a 2-D mesh

[[4 shows an example of TPS warping as it could be used to distort, and eventually animate
a human face. The original face is on the left. The second and the third faces are warped
by displacing the lowest feature point of the face, FDP number 2.1 as defined in the MPEG-4
standard The corresponding FAP is "open_jaw". The last face on the right is a result of
displacing the FDP’s of the right eye so as to have the effect of a wink.

Fig. 14. Face animation using TPS warping

6. Evaluation and experimental results

To test the robustness of IV systems, a state-of-the-art baseline A/V IV system is built. This
system follows the BANCA? "pooled test" of its evaluation protocol (Popovici et al), 2003).

2 http://www.ee.surrey.ac.uk/CVSSP/banca/
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The evaluation of a biometric system performance and its robustness to imposture is measured
by the rate of errors it makes during the recognition process. Typically, a recognition system is
a "comparator" that compares the biometric features of a user with a given biometric reference
and gives a "score of likelihood". A decision is then taken based on that score and an adjustable
defined acceptance "threshold" ®. Two types of error rates are traditionally used: The False
Acceptance Rate (FAR), i.e. the frequency that an impostor is accepted as a genuine client, and
the False Rejection Rate (FRR), the frequency that a genuine client is rejected as an impostor.
Results are reported in terms of an equal error rate (EER), the value where FAR=FRR. The
lower the value of EER, the more performing the recognition system is. Typically, FAR and
FRR can be traded off against each other by adjusting a decision threshold. The accuracy
estimate of the EER is also reported by computing a confidence interval of 95% for the error
rates.

6.1 Speaker verification

To process the speech signal, a feature extraction module calculates relevant feature vectors
from the speech waveform. On a signal "FFT" window shifted at a regular rate, cepstral
coefficients are derived from a filter bank analysis with triangular filters. A Hamming
weighting window is used to compensate for the truncation of the signal. Then GMM speaker
classification is performed with 128 and 256 Gaussians. The world model of BANCA is
adapted using MAP adaptation, and its parameters estimated using the EM algorithm. A total
of 234 true client tests and 312 "random impostor" tests per group were performed. EER’s of
5.4%[£0.09] and 6.2%[=+0.11] are achieved for 256 and 128 Gaussians respectively.

6.2 Face verification

Face verification is based on processing a video sequence in four stages: 1-Face detection,
localization and segmentation, 2-Normalization, 3-Facial Feature extraction and tracking,
and 4-Classification. The face detection algorithm used in this work is a machine learning
approach based on a boosted cascade of simple and rotated haar-like features for visual
object detectionﬂienhar_t_&_Ma;Ld_ﬂ (2002). Once a face is detected, it is normalized (resized
to 48x64, cropped to 36x40, gray-scaled, and histogram equalized) to reduce the variability
of different aspects in the face image such as contrast and illumination, scale, translation,
and rotation. The face tracking module extracts faces in all frames and retains only 5 per
video for training and/or testing. The next step is face feature extraction. We use DCT-mod2
proposed in|Sanderson & Paliwal (2002). In a similar way to speaker verification, GMM'’s are
used to model the distribution of face feature vectors for each person. For the same BANCA
"P" protocol, a total of 234 true clients and 312 "random impostor" tests are done (per group
per frame, 5 frames per video.) EER’s of 22.89%[+0.04] and 23.91%[+0.05] are achieved for
256 and 128 Gaussians respectively.

6.3 Speaker transformation

BANCA has total of 312 impostor attacks per group in which the speaker claims in his
own words to be someone else. These attempts are replaced by the MixTrans transformed
voices. For each attempt, MFCC analysis is performed and transformation coefficients are
calculated in the cepstral domain using the EM algorithm. Then the signal transformation
parameters are estimated using a gradient descent algorithm. The transformed voice signal
is then reconstructed with an inverse FFT and OLA as described in [Karam etall (2009).
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Verification experiments are repeated with the transformed voices. EER’s of 7.88%[+0.08]
and 7.96%[£0.10] are achieved for 256 and 128 Gaussians respectively.

6.4 Face transformation

Given a picture of the face of a target person, the facial feature points are first annotated
as defined by MPEG-4. The facial animation parameters (FAP) used in the experiments
correspond to a subset of 33 out of the 68 FAP’s defines by MPEG-4. Facial actions related
to head movement, tongue, nose, ears, and jaws are not used. The FAP’s used correspond to
mouth, eye, and eyebrow movements, e.g. horizontal displacement of right outer lip corner
(stretch_r_corner_lip_o). A synthesized video sequence is generated by deforming a face from
its neutral state according to determined FAP values, using the thin plate spline warping
technique. Speaker verification experiments are repeated with the forged videos. EER’s of
50.64%[+0.08] and 50.83%[£0.09] are achieved for 256 and 128 Gaussians respectively.

6.5 Audio-visual verification and imposture

Reporting IV results on A/V verification and A/V imposture is done simply by fusing scores
of the verification of face and speaker and their transformations. In this paper, A/V scores
are computed by weight averaging: s = wsss + wysy, where ws and wy are speech and
face score weights computed so as to optimize EER on the training set, ss and s I being the
speaker and the face scores respectively. Table[[lprovides a summary of results of IV in terms
of EER’s, including speaker and face verification and their transformations, as well as A/V
verification and transformation. The results clearly indicate an increase in EER’s between the
base experiments with no transformation and the experiments when either face, speaker, or
both transformations are in effect. This indicates the acceptance of more impostors when any
combination of voice/face transformation is employed.

GMM size

256 128

speaker no transformation 5.40 [£0.09] 6.22 [+0.11]
MixTrans 7.88 [£0.08] 7.96 [+0.10]

face no transformation 22.89 [£0.04] 23.91 [£0.05]
TPS face warping 50.64 [£0.08] 50.83 [£0.09]

A/V  no transformation 5.24 [+£0.10] 5.10 [+0.10]
MixTrans+TPS warping 14.37 [£0.10] 15.39 [£0.10]
MixTrans only 6.87 [£0.10] 6.60 [40.10]

TPS face warping only 13.38 [+0.10] 13.84 [+0.10]

Table 1. Summary of results - EER’s with an accuracy estimate over a 95% interval of
confidence

7. Conclusion

An important conclusion drawn from the experiments is that A/V IV systems are still far
from being commercially feasible, especially for forensic or real time applications. A voice
transformation technique that exploits the statistical approach of the speaker verification
system can easily break that system and consent to a higher false acceptance rate. In a
similar way to speaker verification systems, face verification systems that use the holistic
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statistical approach are vulnerable to imposture attacks that exploit the statistical approach
of the verification.

After decades of research and development on face and speech recognition, such systems are
yet to find their place in our lives. With error rates of 1 to 5 percent for speech recognition,
and 10 to 25 for face recognition, such systems have found their way only in exhibition
proof-of-concept type of demos and limited noncritical applications, such as computer games
and gadgets. It has remained an open question why A/V biometrics has remained in the
research laboratory and has not found its way to public use. Will the world witness a
breakthrough in A/V biometrics? Will we use our face and voice instead of our passport
as we walk through the security zone at the airport to authenticate and declare our passage?
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1. Introduction

A biometric system is essentially a pattern recognition system. This system measures
and analyses human body physiological characteristics, such as face and facial features,
fingerprints, eye, retinas, irises, voice patterns or behavioral characteristic for enrollment,
verification or identification (Bolle & Pankanti, [1998). Uni-modal biometric systems have
poor performance and accuracy, and over last few decades the multi-modal biometric systems
have become very popular. The main objective of multi biometrics is to reduce one or more
false accept rate, false reject rate and failure to enroll rate. Face Recognition (FR) is still
considered as one of the most challenging problems in pattern recognition. The FR systems
try to recognize the human face in video sequences as 3D object (Chang et al., 2003;[2005), in
unconstrained conditions, in comparison to the early attempts of 2D frontal faces in controlled
conditions. Despite the effort spent on research today there is not a single, clearly defined,
solution to the problem of Face Recognition, leaving it an open question. One of the key
aspects of FR is its application, which also acts as the major driving force for research in that
area. The applications range from law enforcement to human-computer interactions (HCI).
The systems used in these applications fall into two major categories: systems for identification
and systems for verification (Abate et al.,[2007). The first group attempts to identify the person
in a database of faces, and extract personal information. These systems are widely used,
for instance, in police departments for identifying people in criminal records. The second
group finds its main application in security, for example to gain access to a building, where
face is used as more convenient biometric. The more general HCI systems include not
only identification or verification, but also tracking of a human in a complex environment,
interpretation of human behavior and understanding of human emotions.

Another biometric modality that we use in our approach is the electrocardiogram (ECG).
The modern concept for ECG personal identification is to extract the signal features using
transform methods, rather than parameters in time domain (amplitudes, slopes, time
intervals). The proper recognition of the extracted features and the problem of combining
different biometric modalities in intelligent video surveillance systems are the novel steps
that we introduce in this work.
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2. Recognition of facial images

2.1 Framework for face recognition

In real case scenario, human faces often appear in scenes with complex background, rather
than as a single object. In addition, they have varying appearance due to different lightning
conditions, changes in pose, human expressions etc. Thus, a reliable system for FR must
be robust to noise, variations and be able to work in real time. To meet these requirements
we are proposing a framework for recognition of facial images depicted on Fig. [T} This
framework consists of three stages, namely Face Detection (FD), Subspace Projection (SP) and
Classification.

. Subspace . .
Input Image
p g Face Detection Projection Classification
—
PCA
& [ SVM

SR
Training

Testing

—p Class
Number

Fig. 1. Pictorial depiction of facial recognition framework

The purpose of the FD is to locate a human face in a scene and extract it as a single image.
In this work, we propose a combination of two classifiers for rapid and accurate FD. The first
one is faster but less precise, while the second, compensates for the imprecision of the first
classifier. The second stage of the proposed framework, namely SP, is used for dimensionality
reduction of the detected facial images, when represented as vectors in high-dimensional
Euclidean space. Thus, it is necessary to transform them from the original high-dimensional
space to a low dimensional one for alleviating the curse of dimensionality. The SP is based
on Principal Component Analysis (PCA) and Spectral Regression (SR) algorithms. The PCA
discovers the subspace which contains all vectors of facial images and we use it mainly
to remove noises. PCA also preserves Euclidean distances between vector pairs in the
subspace. Based on this, further dimensionality reduction is done by using the SR algorithm.
This algorithm is robust with respect to the variation of lightning conditions and human
expressions. Finally we perform classification using Support Vector Machines classifier in
the subspace. In the following, the three stages of the proposed FR framework we will be
discussed in details.

2.2 Face detection

A combination of rapid cascaded classifier and accurate monolithic one is used as a two level
Face Detection algorithm. The first level is represented by the Haar-like features’ cascade of
weak classifiers, which is responsible for fast detection of face-like objects. The second level
is a Convolutional Neural Network (CNN) used for filtration of falsely detected faces. The
Haar-like features’ cascade of weak classifiers allows detecting face candidates very quickly. It
consists of a cascade of one or more weak classifiers. The weak classifier’s input is represented
by Haar-like feature with a value (Viola & Jones, 2004):
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Feat(x) = sy X SUMy + s, x SUM,, (1)

where x is input image’s sub-window, sy and s, - whole rectangle’s and its black part’s
weights accordingly, SUM,, and SUM),, - whole rectangle’s and its black part’s sums of pixels.
A weak classifier’s output value is:

[ 1, if Feat(x) < O,

h(x) = {—1, if Feat(x) > ©, @
where © - weak classifier’s threshold. The cascade of weak classifiers is a linear combination
of weak classifiers (Viola & Jones), 2004):

T
H(x) =Y x hy(x), (3)
7

where T - weak classifiers’ number, #; - t-weak classifier’s weight. The AdaBoost algorithm
(Freund & Schapire} [1997) is used for training of the cascade of weak classifiers and the
selection of the most important Haar-like features. The second level uses the Convolutional
Neural Network (Lecun et al., [1998) which is more robust to variations of the input image,
compared to other known classifiers. The output value of a neuron with bipolar sigmoid
transfer function and with the coordinates (m,n) of p-plane and l-layer is (Kurylyak et al.,
2009):

ip 2
mmn — ip ’
1+ exp(—WSUM;; ,(x))

where x is input face candidate’s image, WSUM - neuron’s weighted sum calculated by
(Kurylyak et al., 2009):

4)

; K—1R-1C-1 1k ok I

WSUM”f”(x) = Z Z Z y2m-&’-r,2n+c(x) x wV’:lC], b (5)
k=0 r=0 ¢=0

Here K is input planes’ number (as well as convolutional kernels), R and C are convolutional

kernel’s height and width, wi’, f’k is synaptic weight with coordinates (7, ) in the convolutional

kernel between k-plane of the (I — 1)-layer and p-plane of the I-layer, b'? is neurons’ bias of
the p-plane and [-layer. The CNN uses a sparse structure instead of a fully-connected one;
also its number of layers is decreased. In order to increase the neural network’s processing
speed, convolution and subsampling operations are performed in each plane simultaneously
(Simard et al.| 2003) Fig.

2.3 Facial features extraction with subspace projection

2.3.1 Principal Component Analysis

Principal Component Analysis (PCA) is a very popular method for dimensionality reduction
in machine learning and statistics communities. It can be considered as method learning the
basis vectors spanning the linear subspace, called principal subspace, containing all data points
embedded in that subspace. This basis is determined by the non-zero eigenvectors of data
covariance matrix, and the dimension of the subspace is their number. Usually this number is
much less than the dimension of the ambient space and dimensionality reduction is performed
by projection the data points onto that subspace.
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32x36 14x16 5x6 1x1 1x1

Fig. 2. Convolutional neural network’s structure for the combined cascade of neural network
classifiers

PCA can be formulated in two ways 2007). The firs one is called minimum-error
formulation and the target is to minimize the mean squared error between the data and its
projections onto the subspace. In the second approach, called maximum variance formulation,
the goal is to maximize the variance of the projected data. In this work we approach PCA by
the former one. Let {x,-}f-\i1 C RN be a data set of measurements of physical phenomenon,
drawn from an unknown probability distribution. We seek a subspace of dimension D < N
such that the variance of the projected data onto it is maximized. First step of PCA involves
computation of data covariance matrix by:

M
C=Y (xi—x)(x—%)7, (6)
i1

where X = Zf\i 1 X; is the mean vector. Then the variance of the projected data onto single
direction v € RN is:

1

N (vIx; —vIx)2 = vICv. 7)

|Mz

i=1
Maximizing the variance, means maximizing the quadratic term v'Cv. But when |v|| — co
it follows that [vICv| — oo, hence it is desired to constrain the problem in appropriate way.

This is achieved by the normalized condition vI'v = 1. By introducing Lagrange multipliers
we reformulate the problem from constrained to unconstrained maximization one:

vICV+ A (1 - VTV) — max, 8)

where A is a Lagrange multiplier. Taking the partial derivatives of [§| with respect to v and
setting to zero, we end up with the eigenvalue problem Cv = Av. Thus the direction defining
maximum variance of projected data is the leading eigenvector called principal component.
Additional principal component can be found by calculating new direction which maximizes
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and it is orthogonal to the previous ones considered. By arranging the eigenvalues on
the diagonal of the diagonal matrix A and the eigenvectors as e columns of the matrix V
we can write the eigenvalue problem as CV = AV. By selecting only D eigenvectors of
V corresponding to the leading eigenvalues and arranging them in matrix V the subspace
projection is defined by X; = x] V for i=1... M.

2.3.2 Spectral regression framework for dimensionality reduction

Dimensionality reduction can be well interpreted in a graph embedding fashion. Such
interpretation is very intuitive and also opens the possibility of developing a new approaches
to the problem of pattern recognition. Advantage of graph embedding is the unifying power
to the most of the dimensionality reduction methods such as Linear Discriminant Analysis
(LDA), Locally Linear Embeddings (LLE), Locality Preserving Projections (LPP), ISOMAP as
proposed in (Yan et al., 2007). Consider a data set {xi}f\il C RN represented as points in
Euclidean space. Each data point can be viewed as e vertex of adjacency graph I' = {X, W}
with edges W defined under some rule. Depending on the rule, graph edges can be distance,
or a measure of similarity, between data points (vertices of I'). The graph Laplacian is defined by
L =D — W, where Dii = };; Wj;. The goal of graph embedding is to find a low dimensional
representation of each vertex, while preserving similarities between the vertex pairs. This is
achieved by minimizing (Chung),[1997):

Y- y;)*Wi; =2y'Ly, )
1
where y = [y1,2,...,ym]" is a map of graph vertices (data points) on the real line. If we
select a linear map of the form y; = a'x;, the problem@]can be reduced to:

alXWxTa
aTXDXTa’

where X = [x1,Xp,...,Xp] is the data matrix. This approach is called Linear extension of graph
embedding, and the optimal solution of [I0]can be found by the generalized eigenvalue problem:

a* = argmin (10)
a

XWXTa = AXDXTa. (11)

With different choices of W, can be formulated as LDA, LPP etc. Solving can be
computationally intensive in cases where W is a dense matrix of very high dimensions.
To overcome this issue in (Cai et al., 2007) proposed a method, called Spectral Regression,
which casts solving the generalized eigenvalue problem [11]into regression framework. The
advantages of this approach are: (1) Solving a regression problem less computationally
intensive than eigenvalue problem; (2) Regression can be solved with regularization term
controlling the complexity and avoid overfitting; (3) By selecting regression terms, various
properties can be achieved, such as sparsity. Furthermore, if we chose a function in a
Reproducing Kernel Hilbert Space y; = Z]-Ai 1 oc,-K(x]-, x;), where K(.,.) is a Mercer kernel, SR
can be extended in kernel mode.

Algorithmically SR is performed as follows (Cai, [2009):

1. Construct the weights matrix W:

o SetW; =1 /1 if x; and X; both belong to the k-th class where Ij is the number of samples
in it;
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* Set W;; = 0d.s(i,j) if x; is among the p-nearest neighbor of x; or vice-versa. The
parameter J is used to adjust the weight between supervised and unsupervised
neighbor information. s(i, ) is a function evaluating the similarity between x; and x;.

This function can be the heat the kernel function s(i,j) = exp(— ] L= ) or simple
minded s(7,j) = 1, where 0 € R;
* Set Wj; = 0 otherwise.

2. Responses Generation: Solve the eigenvalue problem Wy = ADy and select the K largest
eigenvectors {yk}le, where D is diagonal matrix with elements on the diagonal D;; =
Y Wij.

3. Regression: Ridge regression solves the quadratic regression problem with Euclidean
norm penalty:

aj = argmin (Z alx; — )2 +afa| ) (12)
a -1

In Lasso regression, the regression problem is solved with Li-norm penalty:

M N
ay =argmin [ Y (aTx; — ) +a ) ‘aj’ (13)
j=1

a i=1

In both [12|and [13|the solutions are represented by {a;}&_,  RN.

4. Subspace Projection: Perform dimensionality reduction by projecting on a lower
dimensional space x — z = ATx, where A = [aj,ap,...,ak,] is matrix of the solution
vectors from the regression step.

For the purpose of this work, we select two different regularization terms in the regression
step. The first one, called Ridge, is the standard quadratic regression[I2} The dimensionality
of the output space is this case is c — 1 and K = c¢. The second mode, called Lasso, uses
Li-norm for the regularization term which induces sparsity on {ak}llle. We test the proposed
framework for face recognition with both modes of SR.

2.4 Classification of facial images

Support Vector Machine is a supervised learning algorithm used for classification in two
classes. The aim of SVM is to find a N-dimensional hyperplane that optimally separates
the data. Optimally in this case means that the margin, between nearest data points and
the hyperplane, will be maximized. Unfortunately in real problems data is rarely separable
by a hyperplane but can be separated by a non-linear surface. SVM can be transformed
to a non-linear classifier by applying the kernel trick (Vapnik, 1998). This way data is
mapped implicitly in a higher dimensional space where it can be separated by a hyperplane.
Let {x,-}f-\il C RN be a data set with class labels vector y = [y1,¥2,...,yum] such that
yi € {-1,1},i=1,2,..., M. Learning the parameters of the support vectors is performed by
solving the constrained optimization problem:
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1
o =argmin-a'Qa — e’
o 2
14
s.t. yTa =0, (14)
0<a;<Ci=12...,M,

where C > 0 is an upper bound, e is a vector with unit elements, Q is M x M positive
semi-definite matrix defined by Q;; = y;y;K(x;, x;) and K(.,.) is a Mercer kernel (Vapnik, 1998).
The decision function for unknown sample x is given by:

M
y" =sgn ( o] yiK(xj, x) + b) : (15)

i=1

2.5 Experimental testing and results

2.5.1 Data set

We apply the proposed framework on a part of the face image database from the
Computational Vision at the California Institute of Technology, USA (Caltech-CV-Group)
1999). The original database contains JPEG images of faces of 19 persons with different
lighting /expressions/backgrounds/ and male or female. We select prepare a subset of the
database with 10 images per person. Next we split this subset in two groups with even images
per class, i.e. 5 images per person for the first and second groups.

2.5.2 Experimental setup and testing

For each group of the subset we perform training followed by testing with the remaining
group and for each run we calculate the recognition rate. The final recognition rate is
calculated by averaging the rates of each run. With this protocol we test our framework with
‘Ridge” and "Lasso’ regression setting of SR, where the former is tested with different value of
sparsity. The dimensionality of the subspace for ‘Ridge” and "Lasso” is 18 and 30 respectively.
For the first one it is controlled by the number of classes and for the second one it is determined
by experiments. In Table|[T|are displayed the results of our experiments.

Method |Accuracy,%
SR Ridge 94.21
SR Lasso (30) 38.94
SR Lasso (50)|  73.15
SR Lasso (80) 95.26

Table 1. Recognition rate for FR framework setups

Controlling the sparsity parameter over 80 is not possible because it is bounded above by the
cardinality of the training set which is 95 in our case. With value 80 of sparsity parameter the
proposed framework achieves best recognition rate as results reveal. For this reason, we select
Lasso mode of SR for combining with ECG biometric modality.

3. ECG personal identification

3.1 State of art
The ECG is widely used as diagnostic tool in the cardiology because of its clinical significance
and considering its noninvasive nature. It is a registration of the electrical activity of the
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human heart over time. The genesis of this electrical activity is discussed in detail in
(Malmivuo & Plonsey, [1995) . The registration of ECG is performed by measuring the
generated electrical voltage between pair of leads attached on the human body according
to defined standards. Usually more than 2 electrodes are used and the standard for clinical
electrocardiography is an ECG acquisition taken from 12 channels, thus "viewing" the
electrical activity from 12 different angles. According to electrodes placement, the leads can be
divided into two groups: limb leads (RA, LA, LL) and augmented leads (V1-6) (Fig. . Each
of these groups represents the electric field of the heart in a given plane (frontal or horizontal
respectively).

Fig. 3. Electrodes placement in standard 12 channel electrocardiography

Obviously the anatomical differences in heart muscle among individuals can be "seen" better
in ECG when using all 12 channels. This type of acquisition is very impractical for real world
application, so it is important to extract appropriate features when using only easy accessible
leads, for example left and right arm.

A typical "healthy" ECG waveform has three distinct regions called waves (Malmivuo &
Plonsey, [1995) (Fig. @), however this morphology strongly depends on used leads, patient’s
condition, etc. A cardiac cycle starts with P wave, which represents the depolarization
(electrical discharge) of the heart’s atria. The QRS complex is a transient signal deflection
related to the depolarization of the ventricles. The cardiac cycle ends with repolarization
(electrical recharge) of the ventricles, which is seen in ECG as T wave. The remaining regions
are referred as baseline.

The researches on the use of ECG as modality for personal identification have started
since the beginning of the 21-st century. The first published articles covering this field
are concentrated mainly in proving the personal discriminative characteristics of ECG as
well as theirs relatively time invariance. In (Biel et al |[2001) are studied the time domain
characteristics of such signals taken from 20 subjects (Fig. 4). In the cited article time domain
features were reduced down to 7 according to achieved results from Principal Component
Analysis (PCA). It was proven by experiments that it is possible to identify a person using
ECG taken from only one lead.

In (Israel et al., 2005) can be seen a similar approach for ECG features extraction. The
time domain characteristics are referred in this article as analytic features. The signal is
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preprocessed in terms of bandpass filtration. After this, the peaks of P wave, R wave and
T wave are found as local maxima determination is a given region. The minimum radius
curvature is incorporated to find the onsets and offsets of such waves. The relevant features
are selected using Wilks” Lambda method.

duration
1R
QRS S,
p-p amplitude dyration
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_Q S
P | QRS
" duration duration

Fig. 4. Graphical representation of time domain ECG characteristics used as features for ECG
personal identification (Biel et al., 2001)

Use of analytic ECG features has some disadvantages. Firstly, it requires sophisticated
methods for automated ECG segmentation. Secondly, the amplitude parameters of the ECG
depend not only on the unique anatomic characteristics of the human heart but also on
electrodes contact, electrodes placement, etc. Finally, when the signal is highly influenced
by noise, automated determination of analytic features with acceptable accuracy could fail.
As described above, the ECG segmentation is a primary and unavoidable process for any
kind automated technique for features extraction. In order to avoid the need of precise
determination of ECG wave boundaries, in (Plataniotis et al., 2006) is described an original
approach. Firstly, the signal is divided into subsets in way that the subsets contain at least
two complete cardiac cycles. Secondly, the normalized Autocorrelation Function (ACF) is
calculated for a subset. Finally, the Discrete Cosine Transform (DCT) is applied on the ACF.
About 40 of the most significant DCT coefficients serve as features for the classification
process. The motivation behind using the ACF is the capability of non random patterns
detection in the signal.

3.2 Methods for automated ECG segmentation

ECG segmentation is a key process in automated ECG identification systems. In healthy
persons the ECG has strong cyclic recurrence. This is exploited in numerous approaches for
full automated segmentation using Hidden Markov Models (HMM) (Hughes et al., 2004),
(Boumbarov et al.}|[2009).

When dealing with morphological features, the full segmentation is not necessary to be
performed. Instead of that some simple, fast and still effective ways can be used to extract
the subsets consisting all waves and complexes in a complete cardiac cycle. The approach in
(Velchev, |2010) proposes an identification of R peaks based on morphological filtration and
histogram analysis. The morphological filtration is an interaction between the signal x(f)
and a predefined simple shape g(#) called structuring element. The domains x(¢) and g(#)
are respectively X and G . The morphological filtration is based on two simple operations:
dilatation D(x, g)(t) and erosion E(x, g)(t) . They are defined as:
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D(xg)y) = max_(x(t—u)+g(u) (16)
and
E(vg)y) = min _ (x(t—u)—g(u)). (17)

The morphological operations Close and Open are defined as follows:

Close(x,g) = E(D(x,8),8) (18)
and

Open(x,g) = D(E(x,8),8)- (19)
The operation Open(x,g) smoothers the convex peaks of the signal, while Close(x, g)
smoothers the concave peaks.
The structure of morphological filter for QRS complexes exaggeration is according to the
following relation:

X (t) = x(t) — %(Open(Close(x,g),g) + Close(Open(x,8)g)), (20)

where x’(t) is the filtered signal. The chosen structuring element is “disk”. Determining its
radius is a highly empirical procedure. However, it is clear that the diameter of the “disk”
should be less than wfs; ,where w is the smallest width of the P and T waves and f; is the
sampling frequency. In Fig. [fare shown two examples achieved according to 20]and using
the “disk” as structuring element. As can be seen it is possible to choose the parameter of
the structuring element in such way, the QRS complexes are remaining as much close to the
original while the P and T waves are considerably suppressed.

The next procedure is to find an appropriate threshold for coarse detection of the R peaks. A
histogram is calculated for each detected local maxima of the signal. This histogram for most
of the cases will be bimodal. The optimal threshold is calculated according to Otsu’s method
(Otsu, [1979).

| —Original | 4
— Filtered (Disk, R=4) |

s

i [ L1 ¥ | 1 i
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Fig. 5. Results from morphological filtration of ECG signal with structuring element 'disk"
with radius 4 (left) and 5 (right). The sampling frequency is 256Hz

The last procedure in the segmentation process is to find a sample in the baseline between
T and next P wave. This sample has to belong to the smoothest part of the region and its
determination doesn’t have to be extremely precise. Let z = [z1,z2,...,zy_1] be a vector
which elements are the numbers of the wanted samples and N is the number of the identified
R peaks. An element of z is calculated according to:
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. ll)gnussl 2 lpgaussz 2
zZ;i = CW. s, T + (CW S, T ,
i arngln (\/( X ( )) ( X ( )) ) 1)
T € [ri+ (@2 — @) (riy1 —1i)],

where C W,lcp gt and C W;p 82 are the continuous wavelet transforms of x with wavelet
function first and second derivative of the Gaussian, s is the scale of the wavelet transform, T
is the translation, r; is the position of the i-th detected R peak and ®; > ©®; are time values
measured form R peak position between which the wanted sample is expected to be found.
The values of s should be chosen large enough in terms for noise robustness and small enough
in terms to achieve an accepted accuracy of identification. In Fig. []is shown an example result
using the described approach.

As a final result from these procedures the ECG signal is segmented into complete
cardiac cycles containing all important information in the middle of the resulting segments.
Additionally the proposed approach doesn’t require any supervised training.
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Fig. 6. An example of detection of samples belonging to the baseline between T and next P
wave using combination of wavelet transforms with first and second derivative of the
Gaussian as wavelet functions

3.3 ECG features extraction using linear and nonlinear projections in subspaces

As mentioned above, using the time domain characteristics as unique ECG features for
personal identification has many significant drawbacks. An alternative approach is extraction
of morphological features from ECG. These features could be extracted from a whole cardiac
cycle in ECG, thus the need of full segmentation is eliminated. In this sense these features can
be considered as holistic. They consist simultaneously amplitude and temporal characteristics
of the ECG waves as well as their shape.

In this section two approaches for holistic features extraction are described. The first is
based on linear projections in subspaces: PCA and Linear Discriminant Analysis (LDA).
The second uses nonlinear versions of PCA and LDA: Kernel Principal Component Analysis
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(KPCA) and Generalized Discriminant Analysis (GDA). A block diagram for an ECG personal
identification system based on described features is shown in Fig. |Zl
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Fig. 7. Block diagram for ECG personal identification system based on features extracted
using linear or nonlinear projections in subspaces

3.3.1 ECG features extraction using linear projections in subspaces

PCA is a statistical technique for dimensionality reduction of high dimensional correlated
data down to a very few coefficients called principal components (Castells et al., 2007). This
technique is optimal in terms of retaining as small as possible the Mean Squared Error (MSE)
between the original signal and the restored signal form reduced set of principal components.
Let the ECG signal is automatically segmented into PQRST complexes. These complexes
are aligned and arranged as rows in a matrix. In general they differ in their length. The
number of columns of the matrix is chosen larger than the maximal expected length of the
PQRST complexes. The PQRST complexes are arranged in the matrix in such way the R
peaks are in the middle of rows (Fig. [8). The elements in each row before and after the
copied PQRST complex are set as same as the first and last sample of the complex respectively.

The training procedure requires a common training matrix X = [inj] Nx M built from PQRST

complexes taken from all individuals. The normalized training matrix Z = [Zjj]nxm is
calculated according to:

Z = [Zjj]Nxm =

(X—up), (22)

where u is a column vector of ones with number of elements N, fi = [fiy, flp, ..., fipm] is the
mean vector (bias vector) and & = [0, 07, . . ., 0] is the vector of the standard deviation of X.
The covariance matrix X, = [0 ij] Mx M of Z is calculated according to:

uoc

r, -E{22"} - ﬁzzT (23)
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Amplitude, mV

PQRST No

Fig. 8. Aligned PQRST complexes form ECG signal

where E {} denotes expectation.
The next procedure is called eigendecomposition of X5 according to the relation:

I,V =VA, (24)

where A = [)Nt,-]-] MxM is a diagonal matrix and the values in its main diagonal are the
eigenvalues of X 5.The columns of V = [17,-]-] MxM are the eigenvectors of L 5.

The eigenvalues in A and the columns of V have to be rearranged in descending order of the
eigenvalues. The number of principal components is equal to the original length of the input
observations M so they have to be reduced. The reduced number of principal components L
is calculated according to:

L = min (mse(i)i < mset,) , (25)
1

where mse(Z) = [mse(Z)l, mse(Z)3, ..., mse(Z)M} is the vector from MSE values between

original matrix Z and the matrix 2, which is restored back from reduced set of principal
components and mse;, is a preliminary determined value. The elements of mse (i) are
calculated according to (Sanei & Chambers| 2007):

. M i
mse(z),:ZAﬁ—ZAkk,i:L...,M. (26)
b=l k=1
The transformation matrix W = [w;;]px, is built as:

wij:Uij/i:L'-'/M' (27)

In the process of authentication the features Y of the authenticated individual are calculated

as (Franc & Hlavad,[2004):
y= (W' —=(X-up) (28)
~ 7
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where u is a column vector of ones with number of elements N . Typically it the set of PQRST
complexes there exist an amount of non specific information. This is due to the presence of
noise and artifacts or can be caused by an arrhythmia. These non specific POQRST complexes

should be excluded from the analysis. A convenient way is to use the Hotelling statistics T2 =
[i%, i%, ., i%\,] . A given element indicates how far is the training sample from the centroid of
the formed cluster (Hotelling} [1931):

=1,...,N. (29)

>\:‘S¢:

B-LT

The criterion for excludmg a given PQRST complex from the analysis is 52 >R
threshold value tt,

i, » Where the

1
tr — N

“'F\S’

0 Mz

) 1 &y sz
t+ m}; 5 — ;1 (30)

3.3.2 ECG features extraction using linear projections in subspaces

In Fig. P]is given an example of features distribution of five individuals using two different
techniques - PCA and KPCA. As can be seen the extracted features using PCA aren’t linearly
separable. Despite the complications of the process, the results from KPCA are much better.

+ Persont « Persont

10 . ~ Person2 06 v Person2
Person3| Person3

o S L « Persond| ., 04 « Persond
Persons| L o ‘,v Person5

PC3
2
2

Fig. 9. Distribution of the first three principal components from ECG signals taken from 5
individuals using PCA - (a) and KPCA - (b)

According to (Scholkopf et al.,[1998) KPCA could be considered as performing PCA in other
(usually higher dimensional) space F. The mapping of the original input vector (PQRST
complex) in the new space is expressed as x — ®(x). Let ®(xy), ..., ®(xp;) be the projections
of the input vectors, where M is the number of observations. An input vector is expressed

as x; = [xjfl, Xj2, s X, N] , where N is the original dimensionality. The key process behind
KPCA is to perform an eigendecomposition of the covariance matrix Zgx):

Av = Zq,(x)v, (31)
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where v is an eigenvector of Zgx)v, A is the corresponding eigenvalue and Zgx) =
& Z]-Ai 1 <I>(xj)(I>(x]-)T. Taking into account the definition of Zg(x), v is a linear combination
of the vectors <I>(x]-), j=1,...,M:

M
v= ;chb(x]-). (32)
j=
Using[3T]and B2 we obtain:
M 1 M T
AL w(x) = 75 Y w(x) <<I>(xk) <1>(x,)) (33)
=1 k=1

which is equivalent of system of M equations:

=

A w] (I>(xk)T<IJ(x]-)> =

1
1

! (34)

=

R <<I>(xk)TtI>(x]-)) <<I>(xk)T<I>(xj)), Vi=1,... M.

M .
Jr

»
Il

In the last expression the inner products in the new space give the possibility not to deal
directly with ®, but to use the kernel matrix K[k;j]p1xm:
kij = k(xi,x}) = <<I>(xi),<l>(x]~)>, ij=1...M. (35)
where the operator (-, -) stands for inner product and k is the kernel function. Using kernel
matrix[B4]is transformed into:
MAKw = K?w, (36)
where w = [wy,wy, ..., wp]T. The last is equal to (Scholkopf et al.,[1998):

MAKw = Kw, 37)

Determining w for each principal component is calculating the eigenvectors of K. Let A1 <
A <, ..., A is the full set of arranged eigenvalues, wl, w2, ..., wMis the set of eigenvectors
and A, is the first nonzero eigenvalue. According to (Scholkopf et al., [1998) wl w? M

S W
have to be normalized in the way <vk, vk> =1LVk=p,...,M. Using@the normalization is
expressed as:

M M
Z wf,w;‘ <<I>(xl-),<I>(xj)> = Z wi-‘,w;‘k,-j
ij=1 ij=1 (38)

_ <wk,Kwk> = A <wk,wk> =1,Yk=p,....M

Obtaining the projection of x onto its principal components subspace would require
calculating the projections of the eigenvectors v,k = p,..., M onto F:
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<Vk,<IJ(x)> - iw]k <q>(xj),<1>(x)> (39)
f=

A traditional approach for improving the class separability is the Linear Discriminant
Analysis (LDA) (Theodoridis & Koutroumbas) 2006), however if the features are not linearly
separable LDA usually fails. It is possible to use a more generalized approach called
Generalized Discriminant Analysis (GDA) (Baudat & Anouar,|2000).

Let the input matrix X be composed from columns arranged following their class membership.
The covariance matrix of the centers of the classes g x) is:

C
Zax = g L medb(xe) (), (40)

where 1. is the number of observations belonging to the class c. C is the number of the classes,
and ®(xc) = E{®(xc)}. For the covariance matrix g x) the following is valid (Baudat &
Anouar, 2000):

C n.
Zox) = 2 3 D) (@(x))T, (41)
c=1k=1

where x. is the k-th observation from the class c. The goal in GDA is maximization
of between-class variance and minimization of within-class variance. This is done by the
following eigendecomposition:

ALo(x)V = Zg(x)V/ (42)

where v is an eigenvector, and A is the corresponding eigenvalue. The maximum eigenvalue
maximizes the ratio (Baudat & Anouar}2000):

T
V' Zgsx\V
= e (43)
This criterion[#3]in the space F is:
T
_w KPKW, (44)
wTKKw

where K is the kernel matrix, w = [wy,wy, ..., w M]T is a vector from coefficients for which
the equation32|is valid, and P[p;j|yxm = P1 ©® P2 @ ... @ P ©... ® Pc is a block matrix. The
elements of Pc[p. ij]n, xn, are:

1 . .
pclij:n—c,z:l,...nc;]:l,...nc. (45)

The solution of can be found in (Baudat & Anouar} 2000).

3.4 Results and discussion

3.4.1 Datasets for experiments

The ECG signals for the experiments are collected from 28 individuals using own ECG
registration hardware. The sampling rate is 512Hz and the resolution is 12bit. The system
was trained using subsets from these signals. The testing was performed two weeks later in
order to prove the time invariance of the features.
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3.4.2 Experimental results
All experiments with kernel versions of PCA and LDA were made using the Gaussian kernel
[

function k(x,y) = exp (— HX;}’) witho? =1.1In Tableare presented the achieved values

202

of the accuracy of the ECG personal identification.

Method Accuracy,%
PCA 78.4
PCA-LDA 79.2
KPCA 91.8
PCA-GDA 95.7
Time domain features (Biel et al.|[2001) 95.0

Table 2. Accuracy of the ECG identification

As can be seen the results using holistic features extracted with linear projections in subspaces
are relatively poor. The GDA outperforms all approaches but the significant disadvantage of
this method is the computation complexity. In addition the maximal dimensionality of the
features is limited up to the number of identified individuals minus one. For combining with
facial biometric modality we select KPCA approach for feature extraction. Despite its lower
performance we prefer it because there is an algorithm, called GreedyKPCA, in which the
kernel matrix does not have to be stored.

4. Combining ECG personal identification and face recognition

4.1 Classifier combination approaches

There are different approaches for combining classifiers, depending on their output. If only
class labels are available as output, voting schemes can be used for final decision. If a posteriori
probabilities are available however, different linear combinations rules can be applied. We will
follow the former approach.

The strategies for combination utilize the fact that the classifier output reflects its confidence,
and not the final decision. The confidence of a single classifier is represented by (Duin| 2002):
P;i(x) = Prob(w; | x), where w; is the i-th class and i = 1,2,..., M is the class number. In
the case of multiple classifiers, the confidence need to be defined for each of the classifiers
j = 1,2,...,C. The output of each classifier can be viewed as a feature vector z;. Then,
following the Bayesian rule for optimal classification a sample x is assigned to class wj if:

Plwi|z1,23,...,2¢) = mnaxP(wn | z1,23,...,2¢) (46)

Using the Bayesian rule we can express 6|by the likelihood functions (Kittler et al.,[1998):

P(Zl,Zz,. Y 16l ‘ wn)P(w,-)
p(z1,2,...,2¢)

P(wn ‘Zl,Zz,...,Zc): s (47)

where p(z1,2y,...,2¢) is the unconditional joint probability density. It can be expressed
through the conditional distributions and for this reason it could be used for the calculation of
the final decision (Kittler et al.,[1998). Also, using the numerator term only allows for various
classifier combination rules to be obtained (Kittler et al.,|1998):
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® Min rule: According to this rule a sample x is assigned to class w; if

min P(w; | z]-) = mfxmjnP(wn | z]-), j=12...C,n=1,2,...,M. (48)
] ]

This rule selects a classifier with least objection against a certain class.

e Max rule: In this rule a classifier with a most confidence is selected

max P(w; | z]-) = max max P(wy, | z]'), ji=12...C,n=1,2,..., M. (49)
] n ]

This rule selects a classifier with least objection against a certain class.

® Product rule: This rule assigns x to class w; if

C C
IIP wz|z mr?xp (S 1 qP w,,|z n=12,...,M. (50)
= =

* Sum rule: This rule can be derived from the product rule and assigns x to class wj if

C C

(1-C)P(w;) + )_ P(w; | zj) =max |(1—C)P(wn)+ ) Plwn|zj)|, n=12,...,M.
j=1 ! =1

(51)

4.2 Experimental results

We approach the combination of Face and ECG biometric modalities by combining both
classifier’s output probabilities using the rules specified in the previous section. For ECG
identification we use the output probabilities of Radial Basis Neural Network classifier and
for Face Recognition framework we use LIBSVM library (Chang & Lin, [2001) for calculating
the output probabilities of SVM classifier. For both modalities we select 19 persons for
identification with 5 samples for training and 5 samples for testing. Hence, the output of both
classifiers is a 19 elements feature vector of probabilities with totally 10 samples per person,
per modality. In our experiments, we test all rules for classifier combination considered and
the results are displayed in TableB] Also, we compare our work with the best results achieved
by Combining Attributes in (Israel et al.,2003), .

Combination Rule Accuracy,%
Max Rule 93.15
Min Rule 99.0
Sum Rule 99.1
Product Rule 99.5
Combining Attributes (Israel et al.}[2003)]  99.0

Table 3. Accuracy of the ECG identification

Experimental results reveal that combining probabilities output of ECG identification and
Face Recognition framework with the Product Rule achieved best results.



Face and ECG Based Multi-Modal Biometric Authentication 85

5. Conclusion

In this work an approach for personal identification based on biometric modality fusion was
presented. The presented combination of classifiers is characterized by its high accuracy and
it is particularly suitable for precise biometric identification in intelligent video surveillance
systems.
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1. Introduction

Biometric systems are based on the use of certain distinctive human traits, be they
behavioral, physicial, biological, physiological, psychological or any combination of them.
As reflected in the literature, some of the most frequently used biometric modalities include
fingerprint, face, hand geometry, iris, retina, signature, palm print, voice, ear, hand vein,
body odor and DNA. While these traits may be used in an isolated manner by biometric
recognition systems, experience has shown that results from biometric systems analyzing a
single trait are often insufficiently reliable, precise and stable to meet specific performance
demands (Ross et al. 2006). In order to move system performance closer to the level
expected by the general public, therefore, novel biometric recognition systems have been
designed to take advantaje from taking multiple traits into account.

Biometric fusion represents an attempt to take fuller advantage of the varied and diverse
data obtainable from individuals. Just as is the case with human recognition activities in
which decisions based on the opinions of multiple observers are superior to those made by
only one, automatic recognition may also be expected to improve in both precision and
accuracy when final decisions are made according to data obtained from multiple sources.
its discussion of data fusion in biometric systems, the present chapter will analyze distinct
types of fusion, as well as particular aspects related to the normalization process directly
preceding data fusion.

2. Biometrics

Biometric recognition involves the determination of the identity of an individual according
to his/her personal qualities in opposition to the classical identification systems which
depend on the users’ knowledge of a particular type of information (e.g., passwords) or
possession of a particular type of object (e.g., ID cards).

In biometrics, ‘recognition” may be used to refer to two distinct tasks. In the first one, that is
called verification, an individual claims to be certain user who has been previously
registered(enrolled) into the system. It is also possible that the individual does not indicate
his/her identity but there exist some additional information that allow to suppose it. In this
case system operation is reduced to confirm or reject that a biometric sample belongs to the
claimed identity. In the second task, identification, it is not available such prior information
about individual’s identity, the system must determine which among all of the enrollees the
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subject is, if any. In the present chapter, only verification will be discussed insofar as
identification may be understood as the verification of multiple entities.

In both cases (verification and identification), a sample of a predetermined biometric trait
(e.g., face, voice or fingerprint) is captured (e.g., via photo, recording or impression) from a
subject under scrutiny (donor), this is done using an adequate sensor for the task (e.g.,
camera, microphone or reader/scanner). A sample is called genuine when its donor identity
and the identity of the claimed user are the same and it is called impostor when they are
not. Following its capture, the sample is processed (feature extraction) in order to obtain the
values of certain predefined aspects of the sample. This set of values constitute the feature
vector. The feature vector is then matched against the biometric model corresponding to the
individual whose identity has being claimed!. This model has been created at the time of
that user enrols into the system. As a result of the matching, an evaluation of the degree of
similarity between the biometric sample and the model is obtained, it is called score2. With
this information, the decision is taken either to accept the subject as a genuine user or to
reject the subject as an impostor (see Fig. 1).

biometric sample feature vector/s score/s decision

SAMPLE FEATURE o MODEL DECISION £
CAPTURE "] EXTRACTION MATCHING MAKING

A,
A,

Fig. 1. Monobiometric3 process.

In the majority of biometric recognition systems currently in use only a single biometric trait
is captured in order to confirm or reject the claimed users’s identity. Such systems are
known as monobiometric. Nevertheless, at they heart is a pattern recognizer, which arrives
at a final decision with the results obtained from a single sample processed according to a
single algorithm.

Fig. 1 presents a simple representation of the biometric recognition process in
monobiometric systems. After a subject presents the biometric trait which the system’s
sensor is designed to process, in the first stage (i.e., capturing sample), a biometric sample is
obtained by the sensor and processed by the system to eliminate noise, emphasize certain
features of interest and, in general, prepare the sample for the following stage of the process.
In the next step (i.e., feature extraction), characteristic parameters of the sample are
quantified and a feature vector that groups them is obtained. Following quantification, the
system proceeds to match the feature vector (i.e.,, model matching) against others captured
during the training phase that correspond to the individual whose identity is being claimed.

1The common structure of all biometric recognition systems is performed in two phases: (1) an initial
training phase in which one or various biometric models are generated for each subject, and a later one
called recognition phase, in which biometric samples are captured and matched against the models.
2The present chapter interprets scores as representing similarity. While, in practice, scores may also
indicate difference, no generality is lost here by interpreting scores in this way since a linear
transformation of the type (s” = K-s) can always be established.

3Term derived from the Greek monos (one) + bios (life) + metron (measure) and preferred by the
authors of the present chapter over the term “unibiometric”, also found in the literature but involving a
mix of Greek and Latin morphological units. The same comment should be made about polybiometric
and multibiometric terms.
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These latter vectors are often represented in biometric systems with models that summarizes
their variability. As a result of the matching process, a score is obtained quantifying the
similarity between the sample and the model. In the final stage (i.e., decision making) and as
a result of the score generated, the biometric system makes a decision to accept the sample
genuine or to reject it as impostor.

3. Biometric fusion

In polybiometric systems, various data sources are used and combined in order to arrive at

the final decision about the donor’s identity. These systems are composed of a set of

monobiometric parallel subprocesses that operate the data obtained from the distinct

sources in order to finally combine them (i.e., fusing data). This fused data is then processed

by system through a single subprocess until th final decision can be made regarding the

truth of the claimed identity

In the construction of polybiometric recognitions systems, certain parameters must be set in

response to the following questions:

¢ What are the distinct sources of biometric data being analyzed?

e At what point in the biometric process will the data be fused or, said another way, what
intermediate data will be used for this fusion?

e  What algorithm is most adequate for bringing about a particular type of fusion?

The following sections of the present chapter will analyze these different aspects of system

design.

4. Data sources

In order to respond to the first question of the previous paragraph regarding multiple data

sources, the following specific questions must also be considered (Ross 2007).

¢ How many sensors are to be utilized? In the construction of multi-sensor systems,
different sensors (each with distinct performances) are used in order to capture multiple
samples of a single biometric trait. In one example of this sort of polybiometric system,
simultaneous photographs are captured of a subject’s face using both infrared and
visible light cameras.

trait-a sample-a

SAMPLE
1"l cAPTURE

sample-b

4 SAMPLE
CAPTURE

,,,,,,,,,,,,,

Fig. 2. Multi-sensor system.

¢ How many instances of the same biometric trait are to be captured? Human beings can
present multiple versions of particular biometric traits (e.g., fingerprints for different
fingers, hand geometry and veins for each hand and irises for each eye). As a result and
with a schema similar to that of multi-sensor systems, multi-instance systems are
designed to capture various instances of the same biometric trait.
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How many times is an instance of a particular trait to be captured? Using a single
sensor and a single instance of a particular trait, it is nevertheless possible to obtain
distinct samples of that instance under different conditions (e.g., video images taken of
a trait instance from different angles or voice recordings taken at different moments and
with different speech content). These multi-sample systems may also be represented by
a schema similar to that of multi-sensor systems.

How many different biometric traits are to be captured? Biometric recognition systems
may be designed to analyze a single biometric trait (i.e., unimodal systems) or various
traits (i.e,, multimodal systems). The particularities of the latter type of system are
represented by the schema below.

samplea .
trait-a } ‘
SAMPLE w 1
¥ CAPTURE ‘ l
1 1
|
sample-b } }
|
|
4 SAWPLE # |
A CAPTURE \ ‘
trait-b | }
Lol |

Fig. 3. Multimodal systems.

How many distinct feature extraction algorithms are to be utilized in the processing of
the biometric samples? Multi-algorithm systems are designed to use various algorithms
for the feature extraction from biometric samples. In this case, the use of different
extraction algorithms may allow the system to emphasize different biometric features of
interest (e.g., spectral or prosodic features of a voice sample) and produce different
feature vectors for each.

. sample feature
trait P vector-a
FEATURE
EXTRACTION | >
SAMPLE
f
CAPTURE Vzact‘sz
r y
FEATURE | R
EXTRACTION

Fig. 4. Multi-algorithm systems.

Against how many types of patterns and using how many methods are the feature
vectors to be matched? Multi-matching systems are biometric recognition systems that
allow match the feature vectors against various types of models or/and. using multiple
techniques.

Finally, it is also possible to construct hybrid systems systems of an even greater
complexity that incorporate more than one type of the multiple data source discussed
above.
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feature vector score-a

MODEL \L

\L \L v MATCHING
SAMPLE FEATURE
@ CAPTURE "1 EXTRACTION score-b
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Fig. 5. Multi-matching schema.

5. Fusion level

As discussed earlier, biometric fusion is composed by a set of monobiometric subprocesses
that work in parallel to operate the data obtained from distinct sources. Once this different
data has been operated and fused, it is then handled by the system through a single
subprocess until the point where the donor’s identity final decision can be made. This
process is represented in Fig. 6 below.

PARALLEL
MONO-BIOMETRIC

SUBPROCESS

MONO-BIOMETRIC PN
INI:'L(j)SF:l\OII':'ﬁ(I;N > FUSED INFO Y
SUBPROCESS
\ PARALLEL s
4 MONO-BIOMETRIC

SUBPROCESS

\ “

Fig. 6. Biometric fusion process.

Having considered the biometric fusion schema, it is time to return to the questions
articulated earlier in the chapter and analyze now at what level of the process the fusion
should be carried out or, in other words, what type of data the system should fuse. The
possible responses in the literature to these points allow to establish diverse
characterizations of data fusion systems defined as fusion levels(Ross 2007) (Joshi et al. 2009)
(Kumar et al. 2010).

The first point at which data fusion may be carried out is at the sample level, that means
immediately following sample capture by system sensors. This type of fusion is possible in
multi-sensor, multi-instance and multi-sample systems and may be obtained by following a
particular sample fusion method. The form that this method takes in each case depends on
the type of biometric trait being utilized. While fusion may range from a simple
concatenation of the digitalized sample data sequence to more complex operations between
multiple sequences, but it is almost always carried out for the same reason: to eliminate as
many negative effects as possible associated with the noise encrusted in the data samples
during capture. Once the fused sample has been generated, it may be used by the system for
feature extraction.

The second point at which data may be combined is immediately following the feature
extraction. At the feature level, vectors derived from the different sources are combined,
yielding a single, fused vector.
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SAMPLE
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Fig. 7. Sample level fusion.
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Fig. 8. Feature level fusion.

Another alternative is the fusion of scores obtained following the matching of different
sample data against corresponding models. The new score resulting from this fusion is then
used by the system to reach the final decision. This sort of fusion is normally carried out
according to mathematic classification algorithms ranging in type from decision trees to
techniques from the field of artificial intelligence, the latter of which offering learning
capabilities and requiring prior training. The present chapter focuses particularly on this
latter type of fusion which will be developed in much greater detail in sections below.

SAMPLE FEATURE MODEL
7 CAPTURE EXTRACTION MATCHING
FUSION OF DECISION
SCORES MAKING
4 SAMPLE | | FEATURE | = MODEL B
CAPTURE EXTRACTION MATCHING

Fig. 9. Score level fusion.

Fusion may also be carried out on the final decisions obtained for each monobiometric
process through the use of some kind of Boolean function. The most frequent algorithms
used in this type of fusion are AND, OR and VOTING. With the first type, the final,
combined decision is GENUINE if and only if each monobiometric process decision is also
GENUINE. For the second type, the final, combined decision is IMPOSTOR if and only if
each monobiometric process decision is also IMPOSTOR. Finally, for the third type
combined decision is that of the majority of monobiometric process decisions which may or
may not have been previously weighted.
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SAMPLE | | FEATURE | | MODEL |  DECISION
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Fig. 10. Decision level fusion.

Finally, dynamic classifier selection schema uses scores generated at the data matching level
in order to determine what classifier offers the highest degree of confidence. The system
then arrives at a final decision through the application of solely the selected classifier. This is
represented in Fig. 11 below.

SAMPLE N FEATURE N MODEL | DECISION
Val CAPTURE EXTRACTION MATCHING MAKING
» DYNAMIC (
AN
» FUSION \
4 SAMPLE N FEATURE N MODEL N DECISION
CAPTURE EXTRACTION MATCHING MAKING

Fig. 11. Dynamic classifier selection.

6. Biometric performances

For the recognition of a individual by a classical recognition system, the data collected (e.g.,
passwords or ID cards information) from the subject must be identical to the previously
recorded data into the system. In biometric recognition systems, however, almost never the
data captured from a subject (nor the feature vectors obtained from them) are identical to
the previous ones (Ross et al. 2006). The reasons for these variations are manifold and
include the following;:

e Imperfections in the capture process that create alterations (e.g., noise) in the data;

e Physical changes in the capture environment (e.g., changes in lighting and degradation
of the sensors used); and

e Inevitable changes over time in individual’s biometric traits.

e As a result of the unrepeatibility of biometric samples, the process of biometric
recognition can not be deterministic and it must be based on the stochastic behaviour of
samples. In this way, rather than flatly asserting correspondence between a biometric
sample and the corresponding model, biometric systems only permit the assertion that
this correspondence has a certain probability of being true.

The differences observed among the distinct biometric samples taken of a single trait from a

single donor are known as intra-class variations. On the other hand, inter-class variation

refers to the difference existing between the samples captured by the system from one
subject and those of others. The level of system confidence in the correctness of its final
decision is determined according to these two types of variation. The lesser the intra-class
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variation and the greater the inter-class variation are, the greater the probability that the
final decision is correct.

In the matching model step, the system assigns a score to the sample feature vector
reflecting the system’s level of confidence in the correspondence between sample and
claimed identity. If this score (s) lies above a certain threshold (th) (i.e., if: s > th), the system
will decide that the sample is genuine. However, if the score lies below the threshold the
system will decide that the sample is an impostor one.

Insofar as score, as understood here, is a random variable, the probability that any particular
score corresponds to a genuine sample can be defined by its probability density function (pdf)
fi(s). Similarly, the probability that the score corresponds to an impostor sample can be defined
by a pdf fi(s). As a result, the terms ‘false match rate’ (FMR) or ‘false acceptance rate’ (FAR)
may be defined as the probability that an impostor sample be taken by the biometric system as
genuine. Similarly, the terms ‘false not match rate’ (FNMR) or ‘false rejection rate” (FRR) may
be defined as the probability that a genuine sample be taken for as an impostor one.

When the decision score threshold is established in a system (see Fig. 12), the level of system
performance is therefore established, because FAR and FRR directly depend on its value.
Wether threshold values increases, FAR will also increase while FRR will decrease [Stan et
al. 2009]. The optimal value of th can be obtained by minimizing the cost function
established for the concrete system use. This cost function defines the balance between the
damage that can be done by a false acceptance (e.g., a subject is granted access by the system
to a protected space in which he or she was not authorized to enter) and that done by a false
rejection (e.g., a subject with authorization to enter a space is nevertheless denied entry by
the system).

[ FRR e FAR
AR 0.9 ———FRR
fimpostorpd) [\ leseses C=FAR+FRR
— g (genuine pdf) : = = = C=0.99"FRR+0.1°FAR |

0 0.2 0.4 0.6 0.8 1 12 14

Fig. 12. Error rates and pdfs (left). Error rates and cost functions (right).

th 0
FRR(s)= [ f,(s)ds, FAR(s)= [ fi(s)ds 1)

—0 th
The National Institute of Standards and Technology (NIST) proposes as a cost function the
one shown in formula 2, which is a weighted sum of both error rates. Crr and Cga
correspond to the estimated costs of a false rejection and false acceptance, respectively, and

P; and P; indicate the probabilities that a sample is genuine or impostor. Is obviously true
that Pi+Pg=1 (Przybocki et al. 2006):

C =Cyg -FRR-P, +Cp -FAR-P, ®)



Biometrical Fusion — Input Statistical Distribution 95

In NIST recognition system evaluations, the costs of a false acceptance and a false rejection
are quantified, respectively, at 10 and 1, whereas the probabilities that a sample is genuine
or impostor are considered to be 99% and 1%, respectively. With these parameters and
normalizing the resulting expression, the following equation is obtained (formula 3):

C=0.99-FRR+0.1-FAR 3)

For reasons of expediency, however, the present chapter utilizes other criteria that
nevertheless enjoy wide use in the field. According to these criteria, Cra = Cyr and Pg = P;,
such that the resulting cost function may be defined as the following (formula 5):

C =FRR+FAR )

Another value used in the characterization of biometric systems is the equal error rate (EER)
which, as shown below, indicates the point at which the error rates are equal:

EER(s)=FRR(s) | FRR(s)=FAR(s) ©)

As a final concept to consider here, the receiver operating characteristic curve (ROC curve)
is a two-dimensional measure of classification performance and is regularly used in the
comparison of two biometric systems. The ROC curve represents the evolution of the true
acceptance rate (TAR) with respect to that of the FAR (Martin 1997):

TAR =f (FAR) where TAR =1-FRR (6)

[CJauc
ROC |
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Fig. 13. ROC curve and area under the curve (AUC).

Through the analysis of the ROC curve, the evaluation of a recognition system may be
carried out by considering the costs associated with errors even where the latter have not
been previously established. In particular, using the area under the convex ROC curve
(AUC), system performance may be expressed as a single numeric value and evaluated: the
system considered the best being that with the greatest AUC (Villegas et al. 2009)(Marzban
2004).

AUC = [ ROC(FAR) %)
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7. Single scores distribution

Let the simplest case of match score distribution be supposed where, for a single source,
scores are distributed according to the following criteria:

seR, f, = pdf (s| gen.)=N(1,1), fe= pdf (s|imp.)=N(-1,1) (8)

—— fg (genuine)
i (impostor)

-4 3 2 E] 0 1 2 3 4

Fig. 14. Gaussian distribution of scores.

Given the symmetry of the functions, it can be held that the threshold value minimizing the
cost function can be located at th=0, point at which FAR and FRR are equal, defining also the
EER as shown in formula 9:

EER=[" f,(s)ds=[" fi(s)ds 9)

From an estimation, the value EER=15.85% is obtained. It is clear, then, that the farther apart
the centroids or the smaller the deviations of the distribution functions are, the smaller the
error rates.

8. Multiple score fusion

Let it be supposed that match score fusion is to be applied to the results of two processes
having generated independent scores (s; and s;) and with distribution functions identical to
those described in the previous section of the present chapter. Thus, a match score vector is
formed with Gaussian distribution functions for both genuine and impostor subject
samples. This vector will have two components, each of which integrating the results from
each of the monobiometric classifiers.

genuine |
distribution

\\decision border
.

Sl ogemine
distribution

Fig. 15. Representation of two-dimensional Gaussian distribution scores.
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v=(51,5,)15,,5, €R
fo1 =pdf (s, | genuine) =N(1,1), f,p = pdf (s »| genuine) = N(1,1) (10)
fr1=pdf (s; |impostor) = N(=1,1), f¢, = pdf (s 5| impostor) = N(-1,1)

In Fig.15, the distribution functions are presented together for both genuine and impostor
subject score vectors. Right image represents the contour lines of the distribution
functions. Observing it, it seems intuitive that, just as was done in the previous section of
the present chapter and applying the criteria for symmetry discussed therein, the best
decision strategy is that which takes as a genuine subject score vector any vector found
above and to the right of the dotted line which, in this particular case, corresponds to
s1+s2 = 0. This converts the threshold, for the one-dimension scores, to a boundary line
decision in this two-dimension space (an hiperplane if n dimensions space).

fg(v):fgl(sl)xng(SZ)’fg(v):ffl(sl)xffl(sz) 1

Following this, the resulting estimation of the EER is shown in formula 12. In the specific
case proposed here, the resulting EER is found to be 7.56% indicating an important
improvement owing to the fact that the centroids of the distribution functions have been
separated here by a factor of 2.

EER:J.J.Gfi(v)ds1 dsy, G:sy+s5,20

(12)
EER:JJIfg(v) dsy dsy, I:sp+s,<0

9. Using gaussian mixture model classifiers

Gaussian mixture model (GMM) classifiers are used in order to create a model of statistical

behaviour represented by the weighted sum of the gaussian distributions estimated for the

class of genuine training score vectors and another similar model to represent the class of

impostor vectors. Using the two models, the vectors are classified using the quotient of the

probabilities of belonging to each of the two classes. If this quotient is greater than a given

threshold (established during the system training phase), the vector is classified as genuine.

If the quotient is below the given threshold, the vector is classified as an impostor. Such a

procedure is quite similar to that discussed in the previous section of the chapter.

In a situation such as that described in the paragraph above, the following points indicate

the expectations for a training process and test using GMMs:

e These models (fg, fi') of sums of Gaussian functions should maintain a certain similarity
to the generative sample distribution ;

e The established threshold may be equivalent to the theoretical decision boundary
between genuine and impostor score vectors; and

e  Test results clearly approach the theoretic FAR and FRR.

In order to test the fitness of these premises, 1000 two-dimensional random vectors (Vg)

following the distribution function of the genuine vectors and another 1000 vectors (Vi)

following the distribution function of the impostor vectors have been taken as training data.

With these vectors, GMMs were created to approximate the distribution functionss.

4For the training and tests of the GMMs performed here a version of EM algorithm has been used.
http:/ /www.mathworks.com/matlabcentral/fileexchange /8636-emgm
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o5 L
fg zfg = ngk 'N(“gkfcgk)’ fl ~ fl = Zwik 'N(“iklcik) (13)
k=1 k=1

The models obtained in the training phase for 10 Gaussian models (10G) derived from the
simulated data training are presented below in Table 1:

Genuine s; Genuine s

K W u o CV5., K W u o CV.
1 0.1374 1.6513 0.1366 | -0.0159 1 0.1374 0.9382| 0.1875 -0.0159
2 0.0930 1.5475 0.3065| -0.0689 2 0.0930| -0.2543 0.3520 -0.0689
3 0.0954| -0.2555 0.3610 0.0162 3 0.0954 0.8522| 0.2825 0.0162
4 0.1504 0.7806 0.1926 0.0199 4 0.1504 1.5416 0.1641 0.0199
5 0.0885 2.1518 0.3166 0.0184 5 0.0885 1.8540 0.3072 0.0184
6 0.0767 | 1.1427| 0.3610| -0.0333 6 0.0767 | 2.5772| 0.4198 -0.0333
7 0.0776 | -0.1481 0.4024 0.0222 7| 0.0776 2.0269 0.3084 0.0222
8 0.1362 0.7321 0.1797| 0.0017 8 0.1362 0.4505 0.1629 0.0017
9 0.0783 0.0929 0.4629| -0.0726 9 0.0783 | -0.4208 0.3757 -0.0726
10 0.0666 2.6161 0.3393 0.0316 10 0.0666 0.5487| 0.4818 0.0316

Impostor s; Impostor s»
Y u o CV. ' u o CV.

1 0.0806 | -1.8355 0.2769 | -0.0462 1 0.0806 0.2294 0.3898 -0.0462
2 0.0811 | -0.6579 0.3288 0.0030 2 0.0811 0.4612 0.3891 0.0030
3 0.1356 | -0.3908 0.1417 | 0.0027 3 0.1356 | -1.3111 0.1581 0.0027
4 0.0966 | -2.3122 0.3943 | -0.0498 4 0.0966 | -0.7795 0.2842 -0.0498
5 0.1183 | -1.4191 0.1553 | -0.0279 5 0.1183 | -1.4853 0.1977 -0.0279
6 0.0994 0.2029 0.3683 0.0397 6 0.0994 | -0.4434 0.2838 0.0397
7 0.0823 | -0.8118 0.3312 0.0032 7 0.0823 | -2.4402 0.3102 0.0032
8 0.0811 | -2.1787 0.3847 | -0.0317 8 0.0811 | -2.0999 0.3894 -0.0317
9 0.0668 0.5181 0.3286 0.0824 9 0.0668 | -1.7791 0.4830 0.0824

10 0.1583 | -1.0723 0.2032 0.0163 10 0.1583 | -0.4784 0.1519 0.0163

Table 1. Gaussian Mixture Model (GMM)

In Fig.16 (left), genuine and impostor models are presented for the score s; of the score
vector. With red lines indicating the impostor model and black lines indicating the genuine
sample model, each of the 10 individual Gaussian distributions with which the GMM
classifier approximated the distribution of the training data are represented by the thin lines
on the graph. The weighted sums of these Gaussian functions (see Formula 13) are
represented by the thick lines on the graph. The result has an appearance similar to two
Gaussian distributions around +1 and -1. Fig. 18 (right) shows the contour lines of the two-
dimensional models.

For a value of th = 0.9045 (calculated to minimize) it was found that FAR = 8.22% and FRR =
7.46%.

5Covariance S1-S2 o S2-S1
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Fig. 16. GMM with 10G. Single axe (left). Contours for two-dimension model (right).

fi (v)

decision(v) =genuine < =5
(v)=g (o)
In Fig.16. the decision boundary line, at which the quotient of pdfs is equal to the threshold
and which separates genuine and impostor decisions, presented as a dotted line. This line is
quite near to the proposed boundary. Then the formula 14 represents a transformation from
a two-dimension criterion to a one-dimension threshold, which, of course, is easier to
manage.
If the same exercise is repeated for a model with 3 Gaussians (3G) and for another with only
1 Gaussian (1G), the following results are obtained:

> th (14)

N Gaussian FAR FRR MERG® th AUC
10 8.22% 7.46% 7.84% 09045  97.12%
3 7.97% 7.52 % 7.75% 0.9627  97.05%
1 7.99% 7.56% 7.77 % 0.9907  97.10%

Table 2. Gaussian Mixture Model (GMM).
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Fig. 17. Single axe GMM with 3G (left) and 1G (right).

6MER = (FAR*FRR)/2
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4 L L L L L L L 4

Fig. 18. Contour lines for two-dimension GMM with 3G (left) and 1G (right).

Changing the threshold value (see Fig.19), distinct decision boundaries and their
corresponding error rates may be obtained. With these values, a ROC curve may be drawn
and its AUC estimated.

L L L L L L L L L
4 0 0.1 0.2 0.3 0.4 05 0.6 0.7 08 09 1

Fig. 19. Various decision boundaries (left) and ROC Curve (right) for GMM 10G.

10. Using support vector machine classifiers

A support vector machine (SVM) is a classifier that estimates a decision boundary between
two vector sets (genuine and impostor ones) such that maximizes the classification margin.
In the training phase of a SVM, a model is constructed that defines this boundary in terms of
a subset of data known as support vectors (SV), a set of weights (w) and an offset (b).

decision(v) =genuine < b+ Y w, (SVj : U') >0 (9) (15)
k

The equation above defines the distance of a vector (v) to the boundary, where positive
distances indicate genuine samples and negative distances indicate impostor samplesg. For
other kind of boundary lines is possible to select between different kernel functions. Then
the general decision function is shown in formula 16, where K(sv,v) represents the adequate
kernel function. The kernel implied in formula 15 is called “linear kernel”.

7v' indicates the transpose v vector.
8For the examples presented in this chapter, SVM-Light software has been used.
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decision(v) =genuine < —b+2wk -K(SV]-,U') >0 (16)
k

Given the data distribution and the fact that the expected separation boundary is a straight
line, it may be assumed that the linear kernel is the most adequate kernel function here.
Fig.20 shows the distribution of genuine samples (in blue) and impostor samples (in red).
Points indicated with circles correspond to the support vectors generated in the training
phase. The central black line crossing the figure diagonally represents the set of points along
the boundary line, which is also quite close to the theoretical boundary.

Fig. 20. SVM with linear kernel.

The results of the test data classification demonstrate the performance indicated below for

Kernel FAR FRR MER nSV? AUC
Linear 8.01%  7.56% 7.78% 1956  95.06%

Table 3. Results of SVM test

The classifier establishes a transformation of the vector space into a real value whose
module is the distance from the boundary, calculated such that the system be optimized to
establish the decision threshold at the distance of 0. Just as in the case of GMMs, system
behavior can be analyzed using the ROC curve and, more specifically, the AUC through the
adjustment of this threshold value (see Table 3).

11. Using neural network classifiers

An artificial neural network (ANN) simulates an interconnected group of artificial neurons
using a computational model. In this context, a neuron is a computational element that
operates n-inputs in order to obtain just one output following a transfer function like the one
shown at formula 16. Where s; is the k-esime neuron input, wy is the weigth of k-esime
input wo represent the offset and finaly represents a function (typically sigmoid or tanh) that
performs the transference between neurons.

9nSV: Number of support vectors
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N
z=func(wy +)_ (wy ) (16)
k=1
A typical ANN groups its neurons in a few layers, so that, the certain layer neuron outputs
are only connected to the next layer neuron inputs.
The neural network training step gets as a result the weight for every neuron input that
minimizes the error rates.
Then the simplest network is one which has only one neuron with two input and one output
(2-1-1). This way, the transfer function has no effect on the system and at the end decision
function becomes a linear combination of the inputs and therefore the training estimates a
linear separator similar to the one seem before for SVM with linear kernel.
Applying neural networks to above described data, is possible to obtain the following
results:10

Struct FAR FRR MER AUC
2-1-1 7.94% 7.62 % 7.78% 95.06 %

Table 4. Results of 3 ANN test

12. Beta distributions

One common way in which monobiometric systems present their scores is through
likelihood estimates (the probability that the sample is genuine). In such cases, the score
rangeis limited to 0-1 (0-100%). Ideally, instances of genuine subject scores would be
grouped together around 1 or a point close to 1, while impostor subject scores would be
grouped together around zero or near it. Both would demonstrate beta distributions. An
example of this ideal situation is plotted in Fig.23 with the pdf for genuine samples follows
Beta(5,1) and the pdf for impostor samples follows Betfa(1,5). Because the symmetrical
properties of these functions, the equilibrium point can be clearly located at s = 0.5 with an
solving the integral in formula 1 the EER = 3.12%.

As it was done for the Gaussians , identical distribution functions are established for both
dimensions of the two-dimension score space, then a theoretical value of EER= 0.396%
would be obtained. Also is possible the same routine and evaluate system performances for
GMM, SVM and NN classifiers11.

Fig. 21 shows the pdf’s used in this example and de model obtained for them, while table 5
display test results.

Classifier. FAR FRR MER
GMM 10G 0.55% 0.31% 0.43%
GMM 3G 0.56% 0.28% 0.42%
GMM 1G 0.54% 0.28% 0.41%
SVM Linear  0.48% 0.34% 0.38%
NN (2-1-1) 0.43% 0.35% 0.39%

Table 5. Test results.

10For the examples with ANN, Neural Network Toolbox™ have been used.

http:/ /www.mathworks.com/products/neuralnet/

1For the examples, the same number of genuine and imposter vectors were randomly generated as the
previous sections
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Fig. 21. Single axe pdfs (left), model with 10G (centre), vector plots and SVM linear model.

13. More realistic distributions

Unfortunately, the distribution functions for real scores are not as clear-cut as those
presented in Fig. 21. Scores for impostor subject samples, for example, are not grouped
around 0, but rather approach 1. Similarly, genuine subject sample scores often tend to
diverge from 1. Distributions similar to those in Fig. 22 are relatively common. To
illustrate this, pdf.genuine = Beta (9,2) and pdf.impostor = Beta (6,5) have been chosen for the
first score (s1).

—— pdf genuine
55l | pdfimpostor

o 01 02 03 04 05 06 07 08 09 1 o 01 02 03 04 05 06 07 08 09 1

Fig. 22. Single axe scorel pdfs (left) and score2 pdfs (right)..

These particular distributions don’t display any symmetrical property then the equilibrium
point estimated loking for FAR = FRR and as a result the threshold value of th = 0.7 with an
EER of 15.0% has been obtained. Eve more, the optimal threshold value does not coincide
here with the ERR. Then in order to minimize the cost function threshold must adopt a
value of 0.707 yielding the error rates of FAR = 16.01%, FRR = 13.89% and MER = 14.95%.

In order to further simulate real conditions, score 2 has been supposed here to display a
different behavior, to wit, pdf.genuine = Beta (8,4) and pdf.impostor = Beta (4,4), as it is
displayed in Fig 22

As can be seen, the equilibrium point is found here at a value of EER = 29.31% and th =
0.5896 and the minimum of the cost function at FAR =34.84%, FRR = 23.13%, MER = 28.99%
and th = 0.5706%.

If these two distributions are combined and a two-dimensional score space is established,
the resulting pdfs can be represented as the one in Fig.23. It plots these two-dimensional
density distributions where de genuine one is found near the point (1,1) while the impostor
one is located farther from it.
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Fig. 23. Combined density distribution, 3D view (left), contour lines (right).

Applying the GMM trainer with 10 Gaussian functions to these distributions, the images in
Fig. 24 are obtained representing the set of the 10 Gaussians making up the genuine model;
the set of 10 Gaussians making up the impostor model and representing the impostor and
genuine models as the weighted sum of each of their Gaussian functions.
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Fig. 24. Contour lines for GMM 10G models. Individual genuine Gaussians (left), individual
impostor Gaussians (centre) , both models right (right).

Equivalent representations can be obtained using a GMM with 3 Gaussians
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Fig. 25. Contour lines for GMM 3G models (left),and GMM 1G models (centre), vectors and
SVM boundary (right).

As in previous sections tests conducted with GMM, SVM and ANN classifiers yield the
following results:
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Classifier FAR FRR MER
GMM 10G 10.19% 9.64% 9.91%
GMM 3G 10.96% 8.94% 9.96%
GMM 1G 10.92% 9.19 % 10.06%

SVM Linear 10.44 % 9.29 % 9.86 %
ANN (2-1-1) 10.49% 9.285 % 9.87 %

Table 6. Results from classifiers test

14. Match score normalization

As described in earlier sections of the present chapter, the data sources in a system of match
score fusion are the result of different monobiometric recognition subprocesses working in
parallel. For this reason, the scores yielded are often not homogeneous.

In the most trivial case, the source of this lack is different meaning of the scores, they may
represent the degree of similarity between the sample and the model or the degree of
disimilarity or directly represent the degree of subsystem confidence in the decision made.
Other sources of non-homogeneous scores are include the different numeric scales or the
different value ranges according to which results are delivered, as well as the various ways
in which the non-linearity of biometric features is presented. Finally, the different statistical
behavior of scores must also be taken into account when performing the fusion. For these
reasons, the score normalization, transferring them to a common domain, is essential prior
to their fusion. In this way, score normalization must be seen as a vital phase in the design
of a combination schema for score level fusion.

Score normalization may be understood as the change in scale, location and linearity of
scores obtained by distinct monobiometric recognition subprocesses. In a good
normalization schema, estimates of transformation parameters must not be overly sensitive
to the presence of outliers (robustness) and must also obtain close to optimal results
(efficiency) (Nandakumar et al. 2005)(Jain et al 2005)(Huber 1981)

There are multiple techniques that can be used for score normalization. Techniques such as
min-max, z-score, median and MAD, double sigmoid and double linear transformations
have been evaluated in diverse publications (Snelick et al. 2003) (Puente et al. 2010).

15. Min-max normalization

Perhaps the simplest of currently existing score normalization techniques is min-max
normalization. In min-max normalization, the goal is to reduce dynamic score ranges to a
known one (tipically: 0-1) while, at the same time, retaining the form of the original
distributions.

For the use this technique, it is necessary that maximum and minimum values (max, min)
were provided by the matcher prior to normalize. Alternatively, these may be evaluated as
the maximum and minimum data of the values used during system training. In this way, a
linear transformation is carried out where 0 is assigned to the minimum value 1 to the
maximum value!2. This transformation function is shown in the following formula 16:

2Where match scores indicate the difference between a sample and reference, 1 should be assigned to
the minimum value and 0 to the maximum.
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'+ S, —min
Sp=—t——— (16)
max—min
Applying this transformation to the observations generated in a previous section of the
current chapter (see "13. More realistic distributions’), the following results are obtained:

Classifier FAR FRR MER
GMM 10G 17.62% 17.67 % 17.64%
GMM 3G 17.27% 18.47 % 17.87%
GMM 1G 19.49% 16.36% 17.93%

SVM Linear 18.22% 17.31 % 17.77 %
ANN (2-1-1) 16.70% 18.80% 17.75%

Table 7. Result after min-max normalization

16. Z-score normalization

Due to its conceptual simplicity, one of the most frequently used transformations is z-score
normalization. In z-score normalization, the statistical behavior of the match scores is
homogenized through their transformation into other scores with a mean of 0 and a
standard deviation of 1.

P8 —H 1 o 1 <
sp =———,wherep=—>"s; and 6* =——>"(s; - ) (17)
o NiH N-113

Clearly, it is necessary that the mean and standard deviation of the original match scores be
known prior to normalization or, as in min-max normalization, they should be estimated
from training data.
Z-score distributions do not retain the forms of the input distributions, save in cases of
scores with a Gaussian distribution, and this technique does not guarantee a common
numerical range for the normalized scores.
Test results from z-score normalization are shown below:

Classifier FAR FRR MER
GMM 10G 10.13% 9.76 % 9.94%
GMM 3G 10.96% 8.96% 9.96%
GMM 1G 10.92% 9.19% 10.06%
SVM Linear 10.38% 9.33% 9.86%

ANN (2-1-1)  9.43% 10.36% 9.90%

Table 8. Result after z-score normalization

17. Median and MAD

The median and MAD (median absolute deviation) normalization technique uses the
statistical robustness resulting from the median of a random distribution to make it less
sensitive to the presence of outliers. Nevertheless, median and MAD is generally less
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effective than z-score normalization, does not preserve the original distribution and does not
guarantee a common range of normalized match scores.

Sk = %, where  MAD = mediam(|mediam - s;|) (18)
Classifier FAR FRR MER
GMM 10G 10.15% 9.64 % 9.89%
GMM 3G 10.40% 9.51% 9.96%
GMM 1G 10.49% 9.44% 9.97%
SVM Linear 9.94% 9.77% 9.85%

ANN (2-1-1) 9.53% 10.28% 9.90%

Table 9. Test results wiht mediam-MAD notmalization

18. Double sigmoid normalization

In one particular study from the literature, a double sigmoid transformation is proposed as a
normalization scheme (Cappelli et al. 2000):

1
o) Sesd

5, = 1-1—@1 ! (19)
s >d

,z(ﬂ]
T+e 7
According to the double sigmoid normalization technique, match scores are converted to the

interval [0,1]. While the conversion is not linear, scores located on the overlap are
nevertheless mapped onto a linear distribution (Fahmy et al. 2008).

Classifier FAR FRR MER

GMM 10G 11.40% 10.04% 10.72%
GMM 3G 10.32% 9.94% 10.13%
GMM 1G 11.19% 10.20% 10.70%

SVM Linear  11.10% 9.66% 10.38%
ANN (2-1-1)  10.70% 9.65% 10.06%

Table 10. Test results for double sigmoid normalization.

19. Double linear normalization

Scores yielded by monobiometric classifiers are interpreted as pair of a decision and
confidence. The decision, thus, is made according to the location side of the score is located
respect to the threshold while confidence is de distance between them. Thus, the greater the
distance to the threshold, the greater will be the weight assigned to the score for the final
decision.
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Generally, this distance does not enjoy a homogeneous distribution for scores of genuine
and impostor observations. As a result, in distributions such as that presented in Fig.23,
scores of impostor samples tend to have a greater likelihood than those of genuine scores.

In order to compensate that kind of heterogeneity, a transformation has been proposed in
(Puente et al. 2010) to make distributions more uniform around the decision threshold:

L(sk —-min) s, <d
th —min (19)

=
L(sk —th)+05 s, >d
max-— th
GMM FAR FRR MER
GMM 10G 11.32% 9.61% 9.92%
GMM 3G 11.03% 8.90% 9.96%
GMM 1G 10.92% 9.19% 10.06%
SVM Linear 10.44% 9.29% 9.86%
ANN (2-1-1) 9.98% 9.78% 9.88%

Table 11. Test results for double linear normalization.

20. Conclusions

The principal conclusion that can be drawn from the present chapter is undoubtedly the
great advantage provided by score fusion relative to monobiometric systems. In combining
data from diverse sources, error rates (EER, FAR and FRR) can be greatly reduced and
system stability greatly increased through a higher AUC.

This improvement has been observed with each of the classifiers discussed in the present
chapter. Nevertheless and in consideration of comparative studies of normalization
techniques and fusion algorithms, it can be noted that the specific improvement produced
depends on the algorithms used and the specific case at hand. It is not possible, therefore, to
state a priori which techniques will be optimal in any given case. Rather, it is necessary to
first test different techniques in order to pinpoint the normalization and fusion methods to
be used.

One final conclusion that stands out is that improvements in error rates are directly linked
to the number of biometric features being combined. From this, it may be deduced that the
greater the number of features being fused, the larger the improvement will be in the error
rates.
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1. Introduction

Face recognition, being straightforward, passive and non-invasive comparing with other
biometrics such as fingerprint recognition (Yang et al., 2006; Yang & Park, 2008a; Yang &
Park, 2008b), has a nature place in biometric technology and computer vision. Currently,
most researches on face recognition focus on visual images. The reason is obvious: such
sensors are cheap and visual images are widely used. The key problem in visual face
recognition is to cope with different appearances due to the large variations both in intrinsic
(pose, expression, hairstyle etc) and extrinsic conditions (illumination, imaging system etc).
It is difficult to find the unique characteristics for each face, and it is accordingly not easy to
develop a reliable system for face recognition by using visual images.

Infrared face recognition, being light-independent and not vulnerable to facial skin,
expressions and posture, can avoid or eliminate the drawbacks of face recognition in visible
light. Some methods (Buddharaju, et al, 2004, Chen, et al, 2005, Kong, et al, 2005, Wu, et al,
2005A) based on thermal images are proposed for infrared face recognition in last decade. It
is highlighted that the infrared images which are the character of the human skins can be
affected by ambient temperature, psychological, as well as physiological conditions.
Therefore, the recognition systems based on thermal images have the problem that
achieving high performance when the test and train images are captured in the same
ambient temperature, while the performance is poor if the test and train samples are
collected under different temperature (time-lapse data).

To improve the performance on time-lapse data, it is important to normalize the training
images and test images. Linear gray transform and histogram equalization are two common
methods for image normalization. However, these approaches change the grayscales which
represents the skin temperature so that the thermal images have no physical significance.
Therefore, both methods are not suitable for normalization of infrared facial images.

In this chapter, we dedicate to provide a novel study on normalization of infrared facial
images, especially resulting from variant ambient temperatures. Three normalization
methods are proposed to eliminate the effect of variant ambient temperatures. The
experimental results show that the proposed methods can increase the robustness of
infrared face recognition system and greatly improve its performance on time-lapse data.
The organization of the chapter is as below. In section 2, effect of ambient temperatures on
thermal images is analyzed. Three normalization methods are presented in Section 3. An
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improved Normalized Cross Correlation (NCC) for similarity measurement is proposed in
Section 4. A variety of experiments on normalized images are performed in Section 5, and
the conclusions are drawn in Section 6.

2. Effect of ambient temperatures on facial thermal patterns

Prokoski et al. (1992) indicated that humans are homoiotherm and capable of maintaining
constant temperature under different surroundings. However, it should be highlighted that
the so-called “homoiotherm” only refers to the approximately constant temperature in deep
body (i.e., the core temperature), whereas the skin temperature distribution fluctuates with
ambient temperature, changes from time to time, as shown in Houdas & Ring(1982), Guyton
& Hall (1996), Jones & Plassmann (2000). The infrared camera can only capture the apparent
temperature instead of deep temperature. It is pointed by Housdas & Ring (1982) that the
variations in facial thermograms result from not only external conditions, such as
environmental temperature, imaging conditions, but also various internal conditions, such
as physiological and psychological conditions. Socolinsky & Selinger (2004A, 2004B) also
studied such variations. It is necessary to learn how the thermal patterns vary in different
conditions.

1 12 |3

4 |5 |6

718 |9

1011 |12
@) (b)

Fig. 1. An image is divided into blocks.(a)original image (b)block representation

Wu et al. (2005A, 2007) have illustrated that variations in ambient temperatures significantly
change the thermal characteristics of faces, and accordingly affect the performance of
recognition. It is indicated by Professor Wilder et al. (1996) that the effect of ambient
temperatures on thermal images was essentially equivalent to that of external light on
visible images. We only consider the effect of ambient temperatures on thermal images in
the following analysis.

To study the characteristics of thermal images under different ambient temperatures T, a
sequence of images are captured and then divided into un-overlap blocks as shown in
Figure 1. We can then obtain the mean values from each blocked image.

Table 1 shows the temperature mean in each block of different people in the identical
ambient temperature. It is seen that different people have different thermal distributions.
Table 2 indicates the means of skin temperatures in each blocked images of the same person.
As is shown, the temperatures in each blocked images increase if the ambient temperatures
increase. It reveals that the skin temperature variations and the ambient temperatures
variations have the same tendency for the same person. In other hand, the skin temperature
variations of different people have the same tendency when ambient temperature changes.
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Block Image 1 Image 2 Image 3 Image 4
1 30.62°C 31.46C 30.26°C 31.32°C
2 31.85C 32.21°C 31.15°C 32.59C
3 34.46°C 34.73°C 34.32°C 34.05°C
4 33.58C 33.24°C 33.35C 33.17°C
5 35.02C 34.53C 35.04°C 34.96C
6 33.43C 33.74°C 33.50C 33.49C
7 33.34C 32.83°C 33.58C 32.97°C
8 35.02C 34.56C 34.61C 33.63C
9 33.62°C 33.35C 33.45C 32.83°C
10 32.14C 32.83C 32.89°C 32.75C
11 34.47°C 34.11°C 34.39°C 34.40°C
12 3241°C 32.67°C 33.06C 33.01C

Table 1. Skin temperature mean in each block of different people when ambient temperature
is T,=25.9

Block/ T, T,=247TC T,=2597T T,=28C T,=285T
1 29.74°C 31.71°C 32.96°C 33.12°C
2 30.91°C 31.88°C 33.37°C 33.58°C
3 30.22°C 30.66°C 33.53°C 33.65°C
4 31.98°C 32.97°C 34.04°C 34.18°C
5 34.51°C 34.52°C 35.38°C 35.52°C
6 32.35C 33.03C 34.39°C 35.69C
7 33.06C 33.44°C 34.81C 34.96C
8 34.25C 34.25C 3541°C 35.63C
9 33.21°C 33.29°C 35.06°C 35.29°C
10 32.62°C 32.67°C 34.17°C 34.45°C
11 34.25°C 34.42°C 35.49°C 35.85C
12 30.94°C 31.93C 34.09C 34.48°C

Table 2. Skin temperature mean in each block of same person in different ambient
temperatures, where 7, is the ambient temperature

What's more, with the increasing of ambient temperature, the skin temperature variations of
each blocked images are different. In order to study the relation between skin temperature
variations of each blocked images and ambient temperatures, the maximum and minimum
values in thermal images are used to analyze.
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Fig. 2. Maximum and minimum values in thermal facial images captured under different
ambient temperatures

As shown in Figure 2, ten thermal images are collected in ambient temperatures 26°C and
28.5°C respectively. The maximal and minimal temperature in thermal images, are relatively
stable. They all increase when ambient temperatures rise from 26°C to 28.5°C. It's worth
noting that the variations of maximums are lower than those of minimums, which implies
the temperature variations are different in blocks.

(@) (b)

Fig. 3. Thermal images in different environments and their subtraction

In Figure 3, the input image (a) and reference image (b) (the thermal images of same person)
were captured when ambient temperatures are 26°C and 28.5°C, which are geometrically
normalized to size 80X60. The background areas are set to 0.000001°C. Image (c) is the
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subtraction of image (b) and image (a). According to the characteristics of thermal images,

the point which is brighter (white) has higher gray value, while the gray value of dark point

is lower. Through observation of the images captured under different ambient
temperatures, reference image, and their subtracted images, we find:

1. The temperatures of forehead and nose parts are higher than those of the facial edge,
hair. Moreover, the higher the skin temperature, the smaller its temperature variations
while ambient temperature changing;

2. In a thermal image, the difference of skin temperature among different parts is about
10°C;

3. Due to the effect of breathing pattern, the temperature fluctuation in mouth part is
larger than any other parts.

3. Normalization of infrared facial images

Wilder et al. (1996) illustrated that the effect of ambient temperatures on thermal images is
essentially equivalent to that of external light on visible images. Therefore, analogous to the
methods solving illumination in visible face recognition, the methods to eliminate ambient
temperatures variations can be divided into the following three kinds: the methods based on
transformation, invariant features and temperature model.

In order to eliminate the effect of ambient temperatures on infrared imaging and improve
the robustness and recognition performance, we convert the image captured in unknown
ambient temperature into the reference ambient temperature. This is the so-called
normalization of infrared images, which is the key issue addressed in this section.

The traditional infrared image normalization methods are classified as linear gray transform
methods (Chen, et al, 2005, Zhang, et al, 2005) and equilibrium methods (Song, et al, 2008).
The former methods expand the range of gray levels to a dynamic range, with some linear
methods. These methods aim to strengthen the detail characteristics of images. The second
equilibrium methods are also dedicated to improve the information which people are
interested in. These methods are not suitable for application to infrared image
normalization, because these methods change the distribution of facial temperatures.
Kakuta et al. (2002) have proposed a method for infrared image normalization which
utilizes the skin temperature subtraction to convert infrared images, as shown in Figure 4.
This method can convert IR images obtained under various thermal environments into those
under reference environments, in which the IR images contain foot, chest, hand and
forearm. Every point in image gets the same offset. However, it should be noted that the
offset of each point in face is different, as indicated in Section 2. Such processing will lead to
wrong temperature variation. Therefore, we should use different normalized methods to
deal with the infrared facial images. Three methods will be introduced below separately.

3.1 Normalization based on transformation (TN)

Normalization of infrared facial images based on transformation aims to reduce the effect of
ambient temperatures using transformation. The proceedure using the block and least squares
method is explained in details in Wu, et al, 2010. Firstly, the images collected under different
ambient temperatures were divided into some block images, the values of the change of
ambient temperatures and the change of corresponding temperature in face were obtained,
which were used to be fitted into a function through the least squares method. Then, each
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Fig. 4. Conversion of infrared images (Kakuka, et al., 2002)

block image was normalized by the relevant function and the whole image could be
normalized into the reference condition. Specific processes are as follows.

1.

Obtaining ¢ images captured in every i different ambient temperatures 7,,,7,,,...,T,
and blocking them;

For each image containing mxn blocks, the means T,,7,,...,T, of ¢ reference images
and their mean 7,,,, are calculated. With this calculation, the means 7,,7,,,...,T,, of ¢
reference images in i different ambient temperatures and their mean 7,
obtained;

T, —T, and|T,,,, = T,...| correspond to the environmental temperature variation and
skin temperature variation respectively. The function y, = f;(t), which represents the
relation between the variations of ambient temperatures and skin temperatures, is
obtained using the block and least squares method. Finally, the function y, = f;() is
used to execute temperature normalization.

are

g,'=g;-1;,(0 @)

In formula (1), ¢ is the variation of ambient temperatures and f,(¢) is variation in facial
temperature. g, represents the j th blocked image in image g under different ambient
temperatures, while g,' is the image after temperature normalization.

Each blocked image can be normalized by the same process. With these executions, the
thermal image captured in unknown ambient temperature can converted into the
reference environmental temperature.

3.2 Normalization based on invariable features (IFN)

Principal Component Analysis (PCA) is one of the most successful feature extraction
methods, which frequently applied to various image processing tasks. The magnitudes of
eigenvalues correspond to the variances accounted for the corresponding component. For
example, discarding principal components with small eigenvalues is a common technique
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for eliminating small random noise. It has been theoretically justified from the point of
spherical harmonics of view that eliminating three components with largest eigenvalues has
been used to handle illumination variations (Ramamoorthi, 2002). In addition, the
traditional PCA algorithm operates directly on the whole image and obtains the global
features, which are vulnerable to external ambient temperatures, psychological and
physiological factors. Such global procedure cannot obtain enough information because the
local part of the face is quite different. It is necessary to extract more detailed local features.
Xie et al. (2009) proposed a weighted block-PCA and FLD infrared face recognition method
based on blood perfusion images, which highlighted the contribution of local features to the
recognition and had a good performance when the test samples and training samples were
captured in the same environmental temperatures.

Temperature normalization using block-PCA is proposed in this section (Lu, et al, 2010). In
order to take full advantage of both the global information and the local characteristics of
facial images, the images are partitioned into blocks. Then PCA is performed on each block
and the component corresponding to the biggest eigenvalue of each block is discarded to
eliminate the ambient effect.

3.2.1 PCA feature extraction

The main idea of PCA algorithm is using a small number of characteristics of features to
describe the samples, reduce feature space dimension while the required identifying
information are reserved as much as possible. These steps are briefly descripted below.

3.2.1.1 PCA algorithm

Assume that a set X ={x,,x,,--,x,} e RV of N training samples is given, where x, is
column vector which connects the rows of image matrix x, , u is the number of pixels.
The average face of the training set is as follow:

_ ] X
M:Nxei (2)

i=1

The distance from each face to the average face is as follow:
M,=x,-M, i=12,-N 3)

We assume the matrix M =(M,M,,---,M,) and the corresponding covariance matrix
isS=MxMT". The next task is to select the v largest eigenvalues with corresponding
eigenvectors and form a projection space W,,,, . Then the original image vector of dimension
u is projected to the space of dimension v, where u>v. The eigenvector after projection is as
follow:

v, =W! xx,, k=12,--,N (4)

opt

There are usually two methods to determine the number of principal components, which is
the number v of eigenvalues of the covariance matrix.
The first method is determined by the pre-specified information compression ratio (7 <1):

_ ﬂ,|+ﬂ,2+ﬂ,3+---+ﬂv
A+ + A+ + Ay

©)
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Where 4, >4, > A, >---> 4, >---> 1, is the eigenvalues of S.
The second method that directly reserves the N -1 largest eigenvalues is a common
method, wherev=N-1.

3.2.1.2 Improved PCA algorithm

Although the eigenvalues and their corresponding eigenvectors produced by PCA take into
account all the differences between the images, it cannot distinguish these differences
caused by the human face or by the external factors. If the test samples and training samples
are not collected at the same time, the ambient temperatures, psychological and
physiological factors will affect the infrared image greatly when the images are collected.
Some variations affected by these factors will arise in the principal components with the
corresponding eigenvectors. In addition, each principal component represents a kind of
image feature. Some of these features pertain to the subjects depicted in the thermal images,
and others represent irrelevant sources of image variations. Thus, it is natural to handle
these principal components to reduce the effects caused by the ambient temperatures,
psychological and physiological factors on infrared images.

After determining the number of principal component, eliminating three components with
largest eigenvalues has been used to handle illumination variations (Ramamoorthi, 2002).
Although the effect of ambient temperatures on thermal images is essentially equivalent to
that of external light on visible images, it cannot ensure the three components with the
largest eigenvalues in thermal images must contain the useless information for
identification. The principal components may contain feature information which
distinguishing the images from different classes. Therefore, a method calculates the
standard deviation of each principal component is proposed to estimate the effects of
ambient temperatures, psychological and physiological factors on each principal
component. The procedure describes as follows:

After obtaining the projection matrix, ten test samples, as an example, of the same person
are extracted and projected into the projection matrix. The images with high dimension are
mapped to the space with low dimension. Then the standard deviation of each principal
component belongs to the test samples are calculated and shown as follows:

o =[53.1, 21.1, 31, 30, 35.2, 44.2, 83.1, 97.9, 49.1, 17.1, -]

We can see from the standard deviations of principal components that the standard
deviations of the first, 7th and 8th principal component are very large in comparison with
other standard deviations of the ten principal components, which means the image
information in these three principal component change much more strenuous with the
variations of ambient temperatures, psychological and physiological factors. These factors
account for the differences between test samples and training samples collected in different
time. The standard deviations of the second and the third principal component are smaller
than any other standard deviations of the ten principal components. The useful feature
information for identification will lose if these two principal components are discarded. For
a human face, the energies of first three or five components are 90% and 94% respectively.
The remaining principal components contain less information comparing with the
preceding principal components. Therefore, instead of discarding three components with
largest eigenvalues, the component with the biggest eigenvalue is discarded in this section
to reduce the effects of the ambient temperatures, psychological and physiological in
infrared images.
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The v largest eigenvalues and their corresponding eigenvectors are obtained by the
covariance matrix S firstly. Then the eigenvector corresponding to the biggest eigenvalue is
removed and the reminders of the v-1 eigenvalues with the eigenvectors constitute a new
projection space W, . In this way, the original u-dimensional images vector project onto the
(v-1)-dimensional space have better separability. The eigenvector after projection is as
follows:

Y, =W! xx, k=12,--N (6)

new

3.2.2 Feature extraction by block-PCA
Traditional PCA algorithm is performed on the original images directly, which obtained are
the global features. For IR images, only partial areas of the temperature information on the
face change obviously when ambient temperature changes. The global features extracted
tend to strengthen the part changes obviously, and neglect some other information
representing the image classes.
Apart from the effect of uniform illumination on visible recognition system, the infrared
images affecting by ambient temperatures are an overall process; all the human faces would
change with the variation of the ambient temperatures. In fact, different parts of IR images
have different variations with the changes of ambient temperatures. It does not primarily
eliminate the effect of environment on the local thermal images by removing the largest
principal component of the whole images.
Therefore, the idea of block-PCA is proposed to extract local features. It is assumed that a set
X ={x,x,,~--,x,} of N training samples is given. Each image is divided into mxn blocks
and the size of each sub-block is px ¢ .

XXz s Xy,

Y= x?lsxz.zv’”'bxln @)

R I}

X,1sX, X,

ml>"m2> > mn

Using the method of information compression ratio, the eigenvectors of each block image is
obtained and then the eigenvector with the largest eigenvalues of each block image is
discarded. The remainders of eigenvectors of each block constitute a new eigenvector to be
used for feature extraction.

The new combined eigenvector not only reflects the global features of images, but also
reflects the global features. Moreover, it can reduce the effects of ambient temperatures,
physiological and psychological factors, which enhance the robustness of the recognition
system.

3.3 Normalization based on temperature model (TMN)

3.3.1 0-1 normalization

As aforementioned in section 2, the higher the skin temperature, the smaller its temperature
variation while ambient temperature changes. Therefore, every point in thermal image may
have a weight coefficient to represent its own temperature variation weight. The high
temperature corresponds to small weight coefficient while the low temperature point has a
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high weight coefficient. Therefore, a weighted linear normalization method of infrared
image is proposed in this section (Wu, et al 2010). The weight coefficients of each point in
the face are first obtained through the improved 0-1 standardization. Then each coefficient is
used to temperature normalization.

Assume a sample x = (x,,x,,...,X, ), where x, is one of the skin temperature in face.

xk - f(xk) = (xmax - xk)/(xmax - xmin) = wk (8)

In which @, is corresponding to weight coefficient while ambient temperature changes,
X = Max(x) = max(x,,x,,...,X,,), X, =min(x) =min(x,x,,...,x,,) .

As shown in the formula (8), the point x, whose skin temperature is high has a high gray
value, which results in small weight coefficient, and vise reverse.

3.3.2 Temperature normalization based on maximin model

Suppose two thermal images f(x,y)and g(x,y)to be captured in different ambient
temperatures, in which f(x,y)is collected in reference temperature T, while g(x,y)is
gathered in unknown temperature7,,. State parameters are extracted from g(x,y) and the
ambient temperature 7, is obtained. Then the difference of ambient temperature of the two
thermal images is calculated. AT =T, —-T,, each point in test image has the following
calculation:

—X

X,
_ _ max k% s
X, =x, ——m kKA T, > T,
Xmax ™ Xmin (9)
Xax — X,
X, =x, =k *AT|, else
meIX - xlTlll]

The result obtained by the maximin model is anastomotic with the analysis shown in
Section 2.

4. Improved Normalized Cross Correlation for similarity measurement

The purpose of temperature normalization is to convert the images captured under different
environmental temperature into the images collected in reference temperature. The images
after temperature normalization have the similar ambient temperature and temperature
distribution. Therefore, the similarity of test image and reference image can be used to test
the performances of the proposed normalization methods.
Normalized Cross Correlation (NCC) is defined as follow:

m_n

386, ) * TG, ))
NCC = N (10)

\/iisa,jf x Jiim,nz

i=1 j=1 i=1 j=1

where S is the reference image, T is the test image. Both S and T have same size mxn.
Obviously, higher value of NCC indicates more similar of the two images. NCC equals to 1
when the two images are completely same.
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It is noted that the NCC method is pixelwised, which requires that the images have the exact
location for measurement. As faces are 3D moving subjects, which poses 3D rotation and
deformation, it is impossible to achieve exact one-to-one correspondence computation even
the two faces images are well segmented. Namely, the point /(x,y) corresponding to nose
in test image is not the same location of nose in reference image. Therefore, the traditional
NCC method is not accurate for face measurement. An improved NCC method is proposed
to test the normalized performance.

Assuming S, T are normalized reference image and normalized test image. Each image is
blocked into pxq and M is the mean of block image. The improved NCC is defined as
follow:

q

ZZ(MS(P:Q)_Tgy)X(MT(P:Q)_Tm)

NCC,,, = i (11)
\/ZZ(MS(p,q)*T(,I)Z X\/ZZ(MT(IW)*TM)Z
DX (MS(p.q)-T,)x(MT,, (p.q)-T,)
NCC, = W (12)

\/iiwsmq)—n.)z x\/iiwwm T,y

i=1 j=1 i=1 j=1

In which MS(p,q) is the mean temperature value of one block image, 7, is the ambient
temperature when reference image S is captured. If NCC, —NCC,, >0, It reveals that the
test image has more similar temperature distribution with reference image. On the other
hand, it also shows the temperature normalized method can effectively reduce the effect of

external temperature on thermal facial recognition system.

5. Experimental results and discussions

5.1 Infrared database

Currently, there is no international standard infrared facial database stored in temperature.
We captured the infrared images using the ThermoVision A40 made by FLIR Systems Inc.
The training database comprises 500 thermal images of 50 individuals which were carefully
collected under the similar conditions: environment under air-conditioned control with
temperature around 25.6~26.3°C. Each person stood at a distance of about 1 meter in front
of the camera. The ten templates are: 2 in frontal-view, 2 in up-view, 2 in down-view, 2 in
left-view, and 2 in right-view. As glass is opaque to long-wavelength infrared, subjects are
required to remove their eyeglasses in database collection. The original resolution of each
image is 240x320. The size turns to be 80x60 after face detection and geometric
normalization, as illustrate in Figure 5 and Figure 6.

Time-lapse data were collected from one month to six months. There are totally 85 people
involved, some are included in training subjects and some are not. This time, the subjects are
allowed to wear eyeglasses. The data were acquired either in air-conditioned room from
morning (24.5~24.8 °C), afternoon (25.4~26.3 °C) to night (25.4~25.8 °C) or outdoor, where
the ambient temperature was 29.3~29.5 oC. It is noted that these data were collected on the
condition that the subjects had no sweat. The total test images is 1780.
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a) Original image (b) Geometrically normalized image

Fig. 5. Original image and its geometrically normalized image. (a) Original image.
(b) Geometrically normalized image
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Fig. 6. Some samples after geometrical normalization

5.2 NCC experimental results

In Figure 7, image (c) represents the normalized image. It is shown that the test image and
its normalized image look similar that it is difficult to judge the effect of the proposed
normalization method.

We can see from Figure 8 that the NCC after TMN method is higher than the original NCC
without normalization.
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Fig. 8. NCC of training image with the original test images and their normalized images
using TMN method

Further, we verify the performance of normalization via recognition rate. In our
expreiments, ,linear least squares model and polynomial least squares moded]l are applied to
verify the influence of different matching curves (Wu, S. Q. et al, 2010a). After temperature
normalization, the thermal images are converted into simplified blood perfusion domain to
get stable biological features (Wu et al, 2007).

_eo(I*-T))

ac,(T' ,=T) (19
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WhereT is the temperatures in images, T,, 7,, are the core temperature and ambient
temperature respectively. @ is the blood perfusion, ¢, 0, a and ¢, are four constants.

To extract features, PCA and discrete wavelet transform (DWT) (Wu, S. Q. et al, 2009) are
chosen to test the effect of normalization. 3NN and Euclidean distance are selected in
classification and recognition. Experimental results are shown in the Table 3.

5.3 Experimental results using TN method

It is shown in Table 3 that the normalization using block size 80%60 did not improve the
performance, because the skin temperature variations vary with different facial parts.
However, the normalized methods using small blocks have better performance, whatever
which method are chosen. Moreover, the normalized method using linear least squares
achieves better performance than that using polynomial least squares. It is highlighted that
smaller block size results in higher performance. But the computation increases along with
the increasing of the number of block images.

Feature . .
. . Pre- Linear Polynomial
extraction Block size .. .. ..
normalization normalization normalization

method
PCA 80x60 56.97 % 56.97 % 56.97 %
PCA 40%20 56.97 % 59.39% 60.61%
PCA 20%20 56.97 % 63.64% 70.30%
DWT 80x60 49.70% 49.70% 49.70%
DWT 40%20 49.70% 53.94% 56.46 %
DWT 20%20 49.70% 55.76% 63.64%

Table 3. Recognition rate in comparing pre- and post-normalization

We also using 2D linear discriminant analysis (2DLDA) (Wu, S. Q. et al, 2009), DWT+PCA
(Wu, S. Q. et al, 2009), and PCA+LDA (Xie, Z. H et al, 2009) for feature extraction. The
recognition rates with or without normalization are shown in Table 4.

Feature extraction Block size Pre-normalization Polynf)mi.al
method normalization
2DLDA 20x%20 61.82% 71.52%

DWT+PCA 20x%20 50.30% 57.58%
PCA+LDA 20x20 55.76% 61.82%

Table 4. Recognition rate with/without normalization

As shown is Table 4, no matter which feature extraction method is chosen, the thermal
recognition system after temperature normalization has better performances.

5.4 Experimental results using IFN method
Fig.9 shows how the recognition rates vary with number of eigenvectors removed, and

Table 5 demonstrates the recognition rates when discarding different components.
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Fig. 9. Recognition rate when discarding some components

As shown in Table 5 that the recognition performance has remarkable improvement by
getting rid of the principal components with the largest eigenvalues. Moreover, the
performance by discarding three principal components with the largest eigenvalues is better
than that discarding two principal components with the largest eigenvalues, which verifies
that the second principal component is useful for identification and it cannot be discarded.
These results agree with the previous work in Section 3.2.

s v Recognition rate
0 499 56.97%(94/165)
1 498 81.21%(134/165)
2 497 74.55% (123 /165)
3 496 80.61%(133/165)
4 495 80.61%(133/165)
5 494 77.58% (128 /165)

Table 5. Recognition varies with the number of discarded components with biggest
components, where v is the total number of principal components and s is the component
number to discard

As can be seen from Figure 10, the recognition rate withz,, =0.9is only 3.64 percentages
lower than that with 7, =0.99. Hence, the block-PCA experiments are operated in
Mn =0.9 and 77, =0.99. Sub-block size is chosen to be 40x30 » 20x30 » 20%20 and 10x%10.
Since the positions in each block-image are different and their temperature changes are
different with the variations of the ambient temperatures, the method that determined the
number of eigenvectors in this chapter is information compression ratio. Accordingly, the
total number of eigenvalues after the PCA operation on each block-image is different. After
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the block-PCA performed, and the component with the biggest eigenvalue of each block-
image is discarded, the reminders of the eigenvectors combine into a new eigenvector by the
tactic of the block-images and are used for recognition.

Recognition rate

076 L L L L L L L L
0.9 0.91 092 093 094 09 09 097 098 0.99
Information compression ratio

Fig. 10. Recognition rate by deleting the biggest component when the information
compression rate 7 =0.99

n pPXxq Recognition rate
0.99 80%60 81.82%(135/165)
0.99 4030 83.03%(137/165)
0.99 20%30 86.06%(142/165)
0.99 20%20 85.45%(141/165)
0.99 10x10 84.24%(139/165)

Table 6. Recognition rate with different block size in7,,, =0.99

Table 6 and Table 7 show the recognition rate in different block size, where 7 is the
information compression ratio, p x g is the size of the sub-block.

n pxq Recognition rate
0.9 80x60 78.18%(129/165)
0.9 40%30 81.82%(135/165)
0.9 20%30 87.27%(144/165)
0.9 20%20 86.06%(142/165)
0.9 10x10 84.24%(139/165)

Table 7. Recognition rate with different block size in7,;, =0.9
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Fig. 11. Recognition rate of normalization based on block and normalization based on non-
block.

It is shown in Table 6 and Table 7 that the recognition performance is best when the size of
the sub-block is 20%30 in the case of 7, =0.9and 7, =0.99. This is because the own
temperature change of each sub-block is different with the change of the ambient
temperatures. The different parts in the face can locate well in each sub-block when the size
of sub-block is 20%30.

In order to show the contribution of the block on recognition rate, the results using block
and without using block are shown in Figure 11. No matter how much is the information
compression rate, the performance when use the block is better than those without using
block. It is seen from all the experimental results that the recognition rates using block-PCA
and discarding the principal components are significantly higher than those using PCA
directly. Therefore, the method using block-PCA proposed here can fully utilize the local
characteristics of the images and thus improve the robustness of the infrared face
recognition system.

5.5 Experimental results using TMN method

As shown in Table 8, the normalized method without weighting coefficients does not
improve the performance. This is because the skin temperature variations of some points
in thermal images are lower than the ambient temperature variation. Such processing
leads to great change of skin temperatures, especially in the parts with high temperatures.
By using the normalized method with weighted coefficients, the performances are all
improved greatly, no matter which kind of features are extracted. It illustrates the
normalization method using maximin model can improve the robustness and
performance of the system.
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Feature extraction . Nf)rmahzat?on Normalization with
Pre-normalization without weigh . .
method .. weigh coefficient
coefficient

PCA 56.97 % (94/165) 55.15%(91/165) 89.09%(147/165)

DWT 49.70%(82/165) 49.70%(82/165) 86.06% (142/165)
2DLDA 61.82%(102/165) 52.73%(87/165) 78.79%(130/165)
DWT+PCA 50.30%(83/165) 47.88%(79/165) 81.21%(134/165)
PCA+LDA 55.76%(92/165) 50.91%(84/165) 76.36%(126/165)

Table 8. Recognition rate using TMN method with different feature extraction methods

6. Conclusion

This chapter dedicates to eliminate the effect of ambient temperatures on thermal images.
The thermal images of a face are severely affected by a variety of factors, such as
environmental temperature, eyeglasses, hairstyle and so on. To alleviate the ambient
temperatures variations, three methods are proposed to normalize thermal images. The
normalization based on transformation uses the function obtained by the block and least
squares method. Features which do not change with ambient temperatures are extracted.
The third method aims to normalize image through the maximin model. The extensive
experiments demonstrated that the recognition performances with temperature
normalization are substantially better than that with no temperature normalization process.

It should be highlighted that psychological (e.g., happy, angry, and sad etc) and
physiological (e.g., fever) conditions also affect the thermal patterns of faces. How to
analysis and eliminate these variations will be our future work.

7. Acknowledgement

This work was partially supported by the National Natural Science Foundation of China
(No. 61063035), and it is also supported by the Merit-based Science and Technology
Activities Foundation for Returned Scholars, Ministry of Human Resources of China.

8. References

Buddharaju, P.; Pavlidis, I. & Kakadiaris, I. A. (2004). Face recognition in the thermal
infrared spectrum, Proceedings of IEEE International Conference on Computer Vision
and Pattern Recognition Wokrshop, pp. 133, Washington DC, USA, 2004

Chen, X.; Flynn, P. J. & Bowyer, K. W. (2005). IR and visible light face recognition, Computer
Vision and Image Understanding, Vol. 99, No. 3, pp. 332-358, 2005

Chen, X. X.; Lee, V. & Don, D. (2005). A simple and effective radiometric correction method
to improve landscape change detection across sensors and across time, Remote
Sensing of Environment, Vol. 98, No. 1, pp. 63-79, 2005

Guyton, A. C. & Hall, J. E. (1996). Textbook of Medical Physiology, 9th ed., Philadelphia:
W.B.Saunders Company, 1996

Houdas, Y. & Ring, E. F. J. (1982). Human Body Temperature: Its Measurement and
Regulation. New York: Plenum Press, OSTI ID: 6601231, 1982



Normalization of Infrared Facial Images under Variant Ambient Temperatures 131

Jones, B. F. & Plassmann, P. (2002). Digital infrared thermal imaging of human skin, IEEE
Enginerring in Medicine & Biology Magazine, Vol. 21, No. 6, pp.41-48, 2002

Kakuta, N; Yokoyama, S, & Mabuchi, K. (2002). Human thermal models for evaluating
infrared images. IEEE Medicine & Biology Society, pp.65-72, ISBN 0739-5175, 2002

Kong, S. G.; Heo. J.; Abidi, B. R.; Paik, J. & Abidi, M. A. (2005). Recent advances in visual
and infrared face recognition - a review, Computer Vision and Image Understanding,
Vol. 97, No. 1, pp, 103-105, 2005

Lu, Y,; Li, F; Xie, Z. H. et al. (2010). Time-lapse data oriented infrared face recognition
method using block-PCA, Proceedings of 2010 International Conference on Multimedia
Technology, pp. 410-414, Ningbo, China, October, 2010

Prokoski, F. J.; Riedel, B. & Coffin, J. S. (1992). Identification of individuals by means of facial
thermography, Proceedings of IEE Int. Conf. Security Technology, Crime
Coutermeasures, pp. 120-125, Atlanta, USA, Oct. 1992

Ramamoorthi R. (2002). Analytic PCA construction for theoretical analysis of lighting
variability, including attached shadows, in a single image of a convex Lambertian
object. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 24, pp.
1322-1333, 2002.

Socolinsky, D. A. & Selinger, A. (2004A). Thermal face recognition in an operational
scenario, Proceedings of IEEE Conference on Computer Vision and Pattern Recognition,
pp- 1012-1019, Washington DC, USA, 2004

Socolinsky, D. A. & Selinger, A. (2004B). Thermal face recognition over time, Proceedings of
Int. Conf. Pattern Recognition, pp. 187-190, Cambridge, UK, 2004

Song, Y. F; Shao, X. P. & Xu, ]. (2008). New enhancement algorithm for infrared image based
on double plateaus histogram, Infrared and Laser Engineering, 2008

Wilder, J.; Phillips, P. J.; Jiang, C. & Wiener, S. (1996). Comparison of visible and infrared
imagery for face recognition, Proceedings of the 2nd Int. Conf. Automatic Face and
Gesture Recognition, pp. 182-187, Killington, Vermont, USA, 1996

Wu, S. Q,; Song, W.; Jiang, L. ]. et al. (2005A). Infrared face recognition by using blood
perfusion data, Proceedings of Audio- and Video-based Biometric Person Authentication,
pp- 320-328, Rye Brook, NY, USA, 2005

Wu, S. Q.; Gu, Z. H.; China, K. A. & Ong, S. H. (2007). Infrared facial recognition using
modified blood perfusion, Proceedings 6t Int. Conf. Inform., Comm. & Sign. Proc, pp.
1-5, Singapore, Dec, 2007

Wu, S. Q; Lu, Y,; Fang, Z. ]. et al. (2010a). Infrared image normalization using block and
least-squares method, Proceeding of Chinese Conference on Pattern Recognition, pp.
873-876, Chongging, China, October, 2010

Wu, S. Q,; Lu, Y.; Fang, Z. J. & Xie, Z. H. (2010b). A weighted linear normalization method of
infrared image, Journal of Wuhan University of Technology, Vol. 32, No. 20, pp. 1-5,
2010.

Wu, S. Q,; Liang, W.; Yang, J. C. & Yuan, J. S. (2009). Infrared face recognition based on
modified blood perfusion model and 2DLDA in DWT domain, The 6th International
Symposium on Multispectral Image Processing and Pattern Recognition, Yichang, China,
2009.

Xie, Z. H.; Wu, S. Q; FANG, Z. | etc. (2009). Weighted block-PCA and FLD infrared face
recognition method based on blood perfusion images. Journal of Chinese Computer
Systems, Vol. 30, No.10, pp. 2069-2072, 2009



132 Advanced Biometric Technologies

Yang, ].C.; Yoon, S.; Park, D.S. (2006). Applying learning vector quantization neural network
for fingerprint matching, Lecture Notes in Artificial Intelligence (LNAI 4304) (Springer,
Berlin) , pp. 500-509, 2006

Yang, J.C; Park, D. S. (2008a). A fingerprint verification algorithm using tessellated
invariant moment features, Neurocomputing, Vol. 71, pp. 1939-1946, 2008

Yang, J.C; Park, D. S. (2008b). Fingerprint verification based on invariant moment features
and nonlinear BPNN, International Journal of Control, Automation, and Systems, Vol.6,
No.6, pp. 800-808, 2008

Zhang, X. J; Sun, X. L. (2005). A research on the piecewise linear transformation in adaptive
IR image enhancement, IT AGE,vol.3,pp.13-16,2005.



7

Use of Spectral Biometrics for
Aliveness Detection

Davar Pishva
Ritsumeikan Asia Pacific University, ICT Institute

Beppu City,
Japan

1. Introduction

Numerous technologies are available for automatic verification of a person's identity. The
authentication process usually involves verification of what a person knows (e.g.,
passwords, pass phrases, PINs), has (e.g., tokens, smart cards), is (e.g., fingerprint, hand
geometry, facial features, retinal print, iris pattern), or generates (e.g., signature, voice). Use
of something known by a person and use of something held by a person are two simple
identification/verification solutions widely used today. Biometrics (also known as
biometry) is defined as “the identification of an individual based on biological traits, such as
fingerprints, iris patterns, and facial features” (McFedries, 2007), and relies on what a person
is or can generate.

Using something one knows requires only a good memory, but can on the other hand be easily
overheard, seen, or even guessed. An item that one holds can be stolen and used or copied
later. Using biometrics might at first seem to overcome these problems since fingerprints, iris
patterns, etc. are part of one's body and thus not easily misplaced, stolen, forged, or shared.
Indeed, biometrics technology is becoming a preferred standard for identification and
authentication in ATMs, credit card transactions, electronic transactions, e-passports, airports,
international borders, nuclear facilities and other highly restricted areas. Presently Europe
leads the way but, the highest growth potential is forecasted to be in Asia as many Asian
countries have already started adopting the technology. Its market size is estimated to be
US$7.1 billion by 2012 (Bailey, 2008). Ironically however, this widespread acceptance of
biometrics technology has been attracting the attention of attackers and has provoked interest
in exploration of spoofing mechanisms against biometric systems. For example, the thousands
of fingerprints that one leaves everywhere in one's daily life can be recovered and molded into
artificial fingers for fooling biometrics devices based on fingerprint detection. In an experiment
conducted by Matsumoto et al., eleven optical and silicon fingerprint sensors accepted
artificial fingers in at least sixty percent of attempts (Matsumoto et al., 2002). Furthermore,
with a commercially available high resolution digital camera, the iris pattern of a person's eye
can be readily extracted from the person's facial picture and molded into contact lenses to be
used to fool machines employing iris pattern recognition. An experiment conducted on two
commercial iris recognition devices also showed that one of these devices could be fooled 50%
of the time and the other 100% of the time (Matsumoto et al., 2002, 2004).

Although susceptibility of most biometric system to spoofing have been experimented on
fingerprint and iris recognition devices as these technologies are used in a variety of
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commercial products, other biometrics devices can also be spoofed, and to give examples, a
dummy hand can be used on a hand geometry system, a high resolution picture can be used
on a face recognition system, etc.

In view of this, international biometrics standard organizations are quite concerned about
the vulnerabilities of biometrics system and reliabilities of corresponding countermeasures
(Tilton, 2006). As a matter of fact, biometrics security, including spoofing, dominated
agenda of UK Biometric Working Group (BWG) in their annual report during 2003 /2004.
The group, which helps the British government implement biometric systems, was
instrumental in setting up the European Biometrics Forum (EBF) and creating BIOVISION (a
one-year European initiative funded by the EC with the principal aim of developing a
“Roadmap” for European biometrics for the next 10 years). BWG, which also serves as
JCT1/SC37 (a formal standard body) and liaisons to SC27 (the subcommittee on information
security), considers aliveness testing as an appropriate countermeasure against spoofing of
biometric authentication (UK Biometric, 2003, 2004).

In an aliveness detection scheme, biometric authentication is augmented by a means for
detecting that an object being presented to an authentication system is not an artificial
dummy but is a part of a living person. For example, a fingerprint identification means may
be augmented by a means that detects the blood pulse from a fingertip so that the fingertip
presented for authentication can be judged to be that of a living person. However, even this
method can be fooled, for example, by covering a living person’s fingertip, which will
provide a pulse, with a thin, plastic-molded artificial fingertip that can provide an authentic
fingerprint pattern.

Although there are more reliable aliveness detection methods such as perspiration detection
(Derakshani et al., 2003), skin color (Brownlee, 2001), medical-based measurement (Lapsley
et al., 1998, Osten et al., 1998), rate of warming patents (O’Gorman & Schuckers, 2001), or
challenges/responses methods (Fukuzumi, 2001), these are cumbersome in terms of device
size, performance, cost, power requirements, operating environment, and human interaction
requirements. Conversely, compact spectroscopy-based technologies which have been
proposed for biometric identity determination (Rowe et al., 2007) can only work under a
controlled measurement environment, as there are spectral alterations due to consumption
of alcohol, exposure to warm/cold temperature, or other situation that could alter an
individual's complexion, blood circulation, etc. The author has shown that although
spectroscopy can be used to capture even differences in fingerprint pattern (Pishva, 2007,
2008, 2010) relying solely on spectroscopy for biometric identification can only worsen the
biometrics false reject ratio as intra-individual spectral variation under a non-controlled
measurement environment can be more than the spectral differences that exist due to
fingerprint pattern differences.

2. Objective and spectroscopic method

As can be understood from the abovementioned examples, many spoofing techniques against
biometrics authentication systems make use of an artificial or nonhuman material, such as a
plastic fingertip, contact lens, copy medium, etc., to provide a false biometric signature. In
view of this, the author considered that biometrics authentication systems can be significantly
reinforced against spoofing by incorporating a means that enables judgment not simply of
aliveness but judgment that an object being presented for authentication is a portion of a living
human being that is free of any intervening artificial or prosthetic material.
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An object of this work is therefore to provide a method and a system that enhances existing
biometrics technology with a spectroscopic method in order to prevent spoofing. It goes
beyond the simple approach of aliveness detection and proposes the implementation of
verification of 'spectral signatures' or 'spectral factors' that are unique to human beings or a
predetermined class or group of human beings in addition to currently employed
methodologies in a multi-factor manner to reduce the likelihood of an imposter getting
authenticated. Another aim of the work is to provide methods and systems that augment
two widely used biometrics systems (fingerprint and iris recognition devices) with spectral
biometrics capabilities in a practical manner and without creating much overhead or
inconveniencing the users.

2.1 Use of spectroscopic techniques

Spectroscopy refers to a method of examining matter and its properties by analyzing light,
sound, or particles that are emitted, absorbed or scattered by the matter under investigation
(Wikipedia, 2011). A multiple biometrics system employing spectroscopy can make spoofing
very difficult and time consuming, if not impossible. This is because a spectroscopic
approach using various wavelengths allows us to examine various parameters of skin,
underlying tissue, blood, fat, melanin pigment in eyes, etc. that vary from person to person,
and makes spoofing a very difficult task of imitating multiple physiological characteristics.

2.2 Skin morphology

Skin is a complex biological structure made of different layers with distinct morphologies
and optical properties. Conventionally, it is described by dividing it into two major layers.
The inner layer, or the dermis, is between 1 to 4 mm thick and consists mainly of connective
tissue composed of collagen fibers. Other dermal structures include nerves, blood vessels,
lymph vessels, muscles, and gland units. The outer layer, the epidermis, is typically 40-um
thick, but it can be much thicker on load-bearing areas such as palms and soles.

2.3 Skin reflectance

When we look at light reflected from the skin, we usually see two distinct reflection
components: a specular or interface reflection component Ls and a diffuse or body reflection
component Ly, (Shafer, 1985). The specular or interface reflection occurs at the surface and in
only one direction, such that the incident light beam and the surface normal are coplanar,
and angles between incident and reflected light are equal with respect to the surface normal.
As shown in Fig. 1, not the entire incident light is reflected at the surface and some penetrate
into the skin. The refracted light beam travels through the skin, hitting various physiological
particles from time to time. Within the body, the light rays repeatedly get reflected and
refracted at boundaries that have different refractive indices. Some of the scattered light
ultimately return to the surface and exit from the skin in various directions, forming the
diffuse reflection component L. This component carries information about the person’s skin
color and his/her unique biological “spectral signature”.

Using the 2-layer model, Ohtsuki and Healey (Ohtsuki & Healey, 1998) determined the
surface reflectance, which takes place at the epidermis surface, to be about 5% of the
incident light, independent of the lighting wavelength and the human race (Anderson &
Parrish, 1981). The rest of the incident light (95%) enters the skin and becomes absorbed and
scattered within the two skin layers. The absorption is mainly due to such ingredients in the



136 Advanced Biometric Technologies

incident light

/ interface reflection

bady reflection

dermis

blood
vessel

Fig. 1. Principle of body reflectance.

blood as hemoglobin, bilirubin, and beta-carotene. Fig. 2(a) shows a spectral reflectance
curve of a typical Caucasian skin (Anderson & Parrish, 1981, Melanoma, 2006). Fig. 2(b)
shows an exploded form of this spectrum into its distinct components, namely: epidermis
and hemoglobin (there are also spectra of water and collagen substances, but these do not
play a significant role in the indicated wavelength range). As can be observed, the melanin
in the epidermis absorbs the most part of blue light at ~ 470 nm; and hemoglobin absorbs
green light at ~ 525 nm and red light at ~ 640 nm. Also, though not shown, near infrared
light at 850nm is used to identify papillary dermis (Melanoma, 2006).
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Fig. 2. A typical Caucasian skin spectrum and its distinct components (Melanoma, 2006).

3. Proposed methodology and technical solution

In order to achieve the above mentioned objectives, this work proposes to augment a base
authentication technique, such as optical fingerprint matching, in which a non-spectrometric
biometric signature, such as a fingerprint image, is acquired from a biometric signature
source, such as a fingertip, with a means of extracting spectral information from the same
biometric signature source in a practical manner that does not affect the size, performance,
cost, power requirements, operating environment, and human interaction requirements of
the base authentication technique.
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3.1 Multi-factor authentication approach

A multi-factor authentication method relies on either multiple biometrics or, biometrics in
conjunction with smart cards and PINs in order to reduce the likelihood of an imposter
being authenticated. One aspect according to this work provides: a multifactor
authentication method including the steps of: acquiring a primary signature of a primary
signature source of a subject to be authenticated; acquiring a secondary signature source of
the subject; using the primary signature to determine the unique identity of the primary
signature source; and using the using the secondary signature to verify that the subject to be
authenticated belongs to a predetermined class of objects.

Here, the primary source is a non-spectrometric biometric signature of a biometric signature
source of the subject to be authenticated; and the secondary source is a spectral information
of the biometric (primary) signature source; wherein the non-spectrometric biometric
signature is used for determining the unique identity of the biometric signature source; and
the spectral information for verifying that the subject to be authenticated is an authentic
living human being,.

Here, the multifactor authentication method may further include the steps of: registering a
non-spectrometric biometric signature of a biometric signature source of a subject to be
authenticated; and registering spectral information of the biometric signature source; and in
the step of using the non-spectrometric biometric signature to determine the unique identity of
the biometric signature source, the acquired non-spectrometric biometric signature may be
compared with the registered non-spectrometric biometric signature to determine the unique
identity of the biometric signature source, and in the step of using the spectral information to
verify that the subject to be authenticated belongs to the predetermined class of objects, the
acquired spectral information may be compared with the registered spectral information to
verify that the subject to be authenticated belongs to a predetermined class of objects.

Here, a 'mon-spectrometric biometric signature' refers to an image, pattern, set of
geometrical parameters, or other form of biological trait data obtained by an existing
biometrics technology. Thus for example, the subject to be authenticated may be a person,
and with this example, the predetermined class of objects may be 'living human beings with
predetermined spectral characteristics,' the biometric signature source may be a fingertip,
the non-spectrometric biometric signature may be a fingerprint image of the fingertip, and
the spectral information of the biometric signature source may be a diffuse reflectance
spectrum of the fingertip. That is, with this example, first, a fingerprint image of a person's
fingertip is registered and a diffuse reflectance spectrum of the person's same fingertip is
registered. Thereafter, a fingerprint image of a fingertip of a person, who is to be
authenticated, is acquired, and a diffuse reflectance spectrum of this person's same fingertip is
acquired. The acquired fingerprint image is then compared with the registered fingerprint
image to determine the unique identity of the person, in other words, to determine that the
fingerprint is that of the person to be authenticated, that is, the person whose fingerprint had
been registered in advance and not that of anybody else, and the acquired diffuse reflectance
spectrum of the fingertip is compared with the registered reflectance spectrum to verify that
the person is actually a living human body with the predetermined spectral characteristics.

3.2 Reliability of the approach

Here, because the non-spectrometric biometric signature, such as a fingerprint image, of the
biometric signature source, such as the fingertip, is augmented by the spectral information
of the biometric signature source, such as the diffuse reflectance spectrum of the fingertip,
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so that while the non-spectrometric biometric signature (e.g. fingerprint image) ensures the
unique identity of the object or the person to be authenticated, the spectral information (e.g.
diffuse reflectance spectrum) ensures that the non-spectrometric biometric signature (e.g.
fingerprint image) is a genuine signature of the predetermined class of objects (e.g. living
human beings), spoofing, for example, that uses the non-spectrometric biometric signature
(e.g. fingerprint image) formed on an object (e.g. copy medium, plastic finger, etc.) not
belonging to the predetermined class of objects (e.g. living human beings) can be prevented.
That is, the spectral information of an object reflects the optical complexity of that object,
and the more complex an object is, the more complex the spectral information. In particular,
skin or other portion of a living human is a complex biological structure made of different
layers with distinct morphologies and optical properties. Thus for example, a diffuse
reflectance spectrum obtained from a fingertip includes spectral components of such
substances as melanin, hemoglobin, and other constituents of skin, muscle, blood, etc., with
which the proportions present, etc. differ among individual persons. The spectral
information obtained from a fingertip or other portion of a living human is thus extremely
complex and cannot be replicated readily by the use of artificial dummies and prosthetic
devices, and especially because in the present approach, the non-spectrometric biometric
signature of the same portion is acquired for identification, spoofing is made a practically
insurmountable task.

In the above example of spoofing using a fingertip image printed on a copy medium,
because any copy medium is an artificial object, such as paper, plastic, etc., or in the least, a
non-living object, such as non-living skin, it cannot provide the same spectral information as
that of a portion of a living human being. If an imposter attaches a fingertip cover, which is
molded to provide the image of an authentic fingerprint image, to his/her own fingertip, the
detected spectral information may contain spectral information of the imposter's fingertip,
which is spectral information of a living human being. However, as long as the fingertip
cover that is attached is an artificial object, or in the least, a non-living object, the detected
spectral information will contain spectral information that differs from that of a living
human being and thus as a whole, the detected spectral information will not be the same as
that of a living human being.

In the present approach, the spectral information is used to verify that the subject to be
authenticated belongs to a predetermined class of objects. The predetermined class of objects
is preferably broad enough to provide allowance for intra-object variations and yet narrow
enough to preclude spoofing. In the above example, 'living human beings with
predetermined spectral characteristics' is the predetermined class of objects, and this allows
for intra-personal variations due to such external conditions as injury and exposure to high
or low temperatures, chemicals, ultraviolet rays, or such internal conditions as changes in
blood flow due to consumption of medicine, alcohol, etc., and at the same time precludes
the use of artificial and non-living-human objects for spoofing.

3.3 Implementation steps and means

Here, the steps of acquiring the non-spectrometric biometric signature of the biometric
signature source of the subject to be authenticated and acquiring the spectral information of
the biometric signature source may be carried out simultaneously. This significantly
shortens the time required for authentication.

In the step of comparing the acquired spectral information with the registered spectral
information to verify that the subject to be authenticated belongs to the predetermined class
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of objects, cluster analysis may be performed on the acquired spectral information and the
registered spectral information to determine a similarity value of the acquired spectral
information and the registered spectral information, and the subject to be authenticated may
be verified as belonging to the predetermined class of objects when the determined
similarity value is within a predetermined range.

Another aspect according to this approach provides: a multifactor authentication system
including: a means for acquiring a non-spectrometric biometric signature of a biometric
signature source of a subject to be authenticated; a means for acquiring spectral information
of the biometric signature source; and a means that uses the non-spectrometric biometric
signature to determine the unique identity of the biometric signature source and uses the
spectral information to verify that the subject to be authenticated belongs to a
predetermined class of objects.

Here, the multifactor authentication system may further include: a means for storing an
acquired non-spectrometric biometric signature as a registered non-spectrometric biometric
signature and storing an acquired spectral information as registered spectral information;
and the means that uses the non-spectrometric biometric signature to determine the unique
identity of the biometric signature source and uses the spectral information to verify that the
subject to be authenticated belongs to a predetermined class of objects may compare a newly
acquired non-spectrometric biometric signature with the stored, registered non-
spectrometric biometric signature to determine the unique identity of the biometric
signature source and compare newly acquired spectral information with the stored,
registered spectral information to verify that the subject to be authenticated belongs to a
predetermined class of objects.

In the above-described example where the subject to be authenticated is a person, the
predetermined class of objects is 'living human beings with predetermined spectral
characteristics,' the biometric signature source is a fingertip, the non-spectrometric biometric
signature is a fingerprint image of the fingertip, and the spectral information of the biometric
signature source is a diffuse reflectance spectrum of the fingertip, the means for acquiring the
non-spectrometric biometric signature may be a CCD or CMOS detecting system, with which
an image of the fingerprint is formed on a detecting surface of a CCD or CMOS sensor, the
means for acquiring the spectral information may be a photodiode array (PDA) detecting
system, with which diffusely reflected light from the fingertip is spectrally dispersed onto a
PDA, and a computer or other information processing means may be used as the means that
uses the fingerprint image (non-spectrometric biometric signature) to determine the unique
identity of the fingertip (biometric signature source) and uses the spectral information to verify
that the person (subject to be authenticated) is a 'living human being with predetermined
spectral characteristics' (belongs to the predetermined class of objects).

Here, a half-mirror or a beam splitter may be used to simultaneously acquire the non-
spectrometric biometric signature (e.g. fingerprint image) and the spectral information (e.g.
diffuse reflectance spectrum), and an extended portion of the CCD/ CMOS detector may be
configured as PDAs for simultaneously capturing numerous identical spectra to be
integrated into a single spectrum having a sufficient S/N ratio for spectral analysis. The
system can thereby be made compact and high in the speed of authentication.

4. Spectroscopic investigation

To thoroughly investigate the applicability, effectiveness and usability of the spectroscopic
method as an enhancement technique for preventing spoofing in existing biometrics
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technology, a number of spectra from real fingers, real fingers covered with a fingertip
molds that provide fingerprint pattern of authentic persons and artificial fingers made of
different materials that contain authentic fingerprint patterns, were measured and analyzed.
In the analysis phase, reflectance values of numerous physiological components (‘spectral
factors’) were extracted from the measured spectra and Euclidean distances (Wikipedia,
2011) among the corresponding extracted factors of the spectra were computed to verify
authenticity of an identified individual.

A through explanation of the investigation is given in (Pishva, 2008) and the author will
simply highlight the main findings here. Furthermore, even though the spectroscopic
investigation was only carried out on fingerprint system, the approach is general and can
very well be applied to other biometrics systems such as iris pattern, hand geometry, etc.)

4.1 Measurement

Initially a total of 150 reflectance spectra (350nm ~ 1050nm) from 10 fingers of 5 Japanese
men having a similar complexion was measured at three different times in order to
investigate intra-individual and inter-individual spectral variations. The experimental
conditions during the three measurements were set so that there were no possible spectral
alterations due to consumption of alcohol, exposure to warm/cold temperature, or other
situation that could alter an individual’s complexion, blood circulation, etc., as it was done
for the sake of a preliminary examination.

In the second stage, under a similar condition, the five peoples” fingers were covered with
fingertip covers made of transparent plastic and rubber materials in order to provide
fingerprint pattern of an authentic person. A set of similar measurements were also taken
from artificial fingers that were made of craft paper, wooden and plastic materials.

In the final stage, 750 spectra data were also measured from different fingers of a man (the
above mentioned P1), a woman (W1) and a child (C1) under different conditions to study the
effects of finger size, finger texture, finger orientation and as well as stableness of the ‘spectral
factors’. Some spectra were measured when fingers placed flat, while others when rotated to
counterclockwise or clockwise directions by about 45°. Some spectra were measured right after
having lunch while others late in the evening. Some spectra were also measured after
consumption of alcoholic drink (i.e. sometimes after drinking two bottles of beer).

4.1.1 Spectral patterns of real fingers

Fig. 3(a) shows the three spectra that were captured from the right index finger of an
individual at three different times. As can be observed, the spectra look identical,
understandably because, it comes from an object of the same finger pattern, skin color and
physiological structure. Fig. 3(b) shows spectra of the right index fingers of five different
persons. As can be observed, around a general pattern, there are significant variations in the
spectra as there are numerous physiological differences among individuals. Thus, it looks
feasible to use such pattern and variations at different wavelengths to monitor and check
aliveness and authenticity of the person during a biometrics’ verification process.

4.1.2 Spectral patterns of bogus fingers

Fig. 4 (a) shows spectral patterns of artificial fingers made of craft paper, wooden and
rubber materials (non-living objects) which are supposedly contain fingerprint of the person
whose finger spectral pattern is shown in Fig. 3(a). As can be clearly observed, spectral
patterns of craft paper, wooden and rubber fingers are quite different from each other and
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Fig. 3. An individual’s finger spectra and spectral variation among different individuals.

they are also very much different from that of the authentic person’s finger spectra. It is
obvious that shape of the spectra from artificial finger highly depends on the base materials
used in making them rather than the fingerprint pattern that is molded on them. Fig. 4(b)
shows spectral patterns of the right index finger of the person whose finger spectral pattern
is shown in Fig. 3(a), when covered with his fingertip prints made of transparent plastic and
rubber materials. As can be observed, each spectrum, though different, have a general shape
as the transparent fingertips are worn by the same person. It should also be noted that the
spectra are different from those of the artificial finger spectra shown in Fig. 4(a) and the
authentic one indicated in Fig. 3(a). This justifies an earlier claim that attachment of artificial
fingertip cover on a real finger alters the reflectance spectra and is a proof of the robustness
of the multi-factor spectral biometrics approach.
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Fig. 4. Spectral Patterns of Artificial Fingers and fingers covered with fingertips.

4.2 Data analysis

Cluster analysis with MINITAB statistical software (Minitab, 2009) was used for data
analysis after extracting ‘spectral factors” from the measured spectra. In this work spectral
factors’ refers to reflectance values at certain wavelengths or regions on a spectrum which
correspond to specific physiological components. For example, in the finger reflectance
spectrum of Fig. 5, shaded areas correspond to certain physiological components (i.e., 350 to
470 nm indicate melanin reflectance, vicinity of 525 nm, 640 nm and 850 nm indicate
hemoglobin, vicinity of 650 and 750 nm are for arterial blood peak, and 750 and 925 nm are
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for venous blood peak (Melanoma, 2006, Pishva, 2007). Each ‘spectral factor’ can be
extracted by computing area of the corresponding shaded region.
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Fig. 5. ‘Spectral Factors’ Regions.

4.2.1 Results at verification phase — presentation of real fingers

Table 1 shows the ‘Similarity” values that are obtained when P1-1 is used as the registered
template set and the extracted “spectral factor’ sets of the five persons are presented, one set
at a time, to the analysis routine as the newly acquired ‘spectral factors’ for verification.

Template Newly Acquired ‘Similarity”

Value ‘Spectral Factors’ Level
P1-1 P1-1 100.00
P1-1 ( P1-2 99.47
P1-1 P1-3 99.49
P1-1 P2-1 96.03
P1-1 P2-2 96.39
P1-1 P2-3 96.29
P1-1 P3-1 92.20
P1-1 P3-2 92.01
P1-1 P3-3 92.02
P1-1 P4-1 86.86
P1-1 P4-2 86.87
P1-1 P4-3 86.01
P1-1 P5-1 65.49
P1-1 P5-2 65.49
P1-1 P5-3 64.71

Table 1. ‘Similarity” values of real finger spectra.

As can be seen, whereas ‘Similarity” values higher than 99% are obtained when the “spectral
factors” of the same finger of the same person are presented in the verification phase, the
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‘Similarity’ value drops significantly (96% to 64%) when a different person’s ‘spectral
factors’ are presented.

4.2.2 Results at verification phase — presentation of bogus fingers

In the previous section, it was shown that a ‘Similarity” value higher than 99% is obtained
when the same person’s ‘spectral factors’ are presented to the analysis routine. As such,
some researchers have even proposed that skin spectroscopy alone can be used for
biometrics identity determination of an individual (Rowe et al., 2007). This work, however,
proposes spectral biometrics as an enhancement technique and not as an identification
method.

Table 2 shows the ‘Similarity” values determined in the verification phase when P1-1 is used
as the registered template, and the ‘spectral factors,” extracted from the index finger of P1 at
different times under various conditions, the fingers of five persons covered with
transparent plastic and rubber fingertip molds having the fingerprint pattern of the
authentic person (P1) and artificial fingers made of craft paper, wooden and plastic
materials that contain the authentic fingerprint pattern of P1, are presented one set at a time
as the newly acquired “spectral factors.”

Template Value ,I;e‘:ly Acquired’ ’SiTiizrlity’
P1-1 P12 Tauthentic, controlled) M
P1-1 l{l—m (authentic, after meal) 96.23 )
P1-1 PlNau\thentic after alcohol) /95«46
P1-1 PlonPl-PlasticCvrT | 82.00
P1-1 PlonP1-RubberCvr-1 78.28
P1-1 PlonP2-PlasticCvr-1 91.20
P1-1 PlonP2-RubberCvr-1 93.13
P1-1 PlonP3-PlasticCvr-1 85.05
P1-1 PlonP3-RubberCvr-1 84.09
P1-1 PlonP4-PlasticCvr-1 88.22
P1-1 PlonP4-RubberCvr-1 90.09
P1-1 PlonP5-PlasticCvr-1 81.21
P1-1 PlonP5-RubberCvr-1 79.44
P1-1 PlonCraftPaperFngr-1 62.85
P1-1 PlonWoodenFngr-1 48.94
P1-1 PlonPlasticFngr-1 59.27

Table 2. ‘Similarity” values during verification process.

As can be observed from Table 2, ‘Similarity” values obtained from artificial fingers and
fingers containing fingertip covers are quite different from that of the real authentic finger.
However, even for the real authentic finger, ‘Similarity” values obtained under a controlled
measurement environment is much better than those obtained under relaxed conditions
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(e.g., after having meal or being under the influence of alcohol). In fact some ‘Similarity”’
values obtained under a more relaxed condition are comparable to those values that were
obtained from another person (e.g., person P2 in Table 1). This clearly indicates that
although the use of spectral biometrics as the sole means for identity determination may be
difficult, spectral biometrics can be used as an enhancement technique, as proposed in this
work, since it discriminates authentic fingers from artificial fingers and fingers containing
fingertip covers.

4.3 Optimal boundary conditions

In order to obtain a consistently reliable result, determination of optimal boundary
conditions including establishment of optimal settings and effect of spectrum resolution was
carried out. It was found out that the stability of the ‘spectral factors” for consistently
generating a ‘Similarity’ value higher than 95%, largely depended on the size of the
measurement spot rather than on the physiological or environmental factors, or spectrum
resolution. Sampling the center of a 1 cm? measurement spot, a condition which can easily
be provided by thumb fingers, provided a uniform reflectance condition at the measurement
point (Pishva, 2008).

5. System configuration and application scope

As mentioned earlier, this work proposes spectral biometrics methods as enhancement
techniques for preventing spoofing in existing biometrics technologies. The idea is to double
check the authenticity of an identified subject in order to ensure that a live person with a
matching biological ‘spectral signature’ is being authenticated. As such, implementation and
configuration of multi-factor spectral biometrics would depend on the configuration of the
base biometrics authentication technology used in the system.

Moreover, when complementing existing biometrics technology with a spectral biometrics
method, factors such as the device size, performance, cost, power requirements, operating
environment, and human interaction requirements must also be considered. Taking these
into account, this section shows how the two widely used biometrics systems (fingerprint
and iris recognition devices) can be augmented with spectral biometrics without creating
much overhead or inconvenience to users.

5.1 Preferred configuration for fingerprint authentication system

Preferred embodiments of this approach shall now be described. Fig. 6 is a schematic
diagram of a basic arrangement of a spectral biometrics enhanced authentication system
according to a first embodiment of this approach, which is a fingerprint authentication
device that authenticates a person's identity based on his/her fingerprint and biospectral
characteristics of his/her finger.

As shown in Fig. 6, this fingerprint authentication device 1 includes a measurement unit 2, a
controller 120, a memory (storage device) 130, and a monitor 140. The measurement unit 2
includes an optical system 10 and a CCD (charge coupled device; image sensor) 100. The
optical system 10 includes an 12 lamp (light source) 15, a sheet prism (prism means) 20, a
first lens 40, a second lens 60, a mirror 70, and a diffraction grating 80. As shown in Fig. 7,
the CCD 100 is an image sensor with pixels arranged in 1280 rows and 1024 columns and
has an image acquisition portion 102 (first portion of a detecting surface of the CCD sensor),
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Fig. 6. A Schematic diagram of a basic arrangement according to a first embodiment.

which is a region of 960x960 pixels at an upper portion of the CCD 100 that excludes the
pixels of 32 edge rows at the top side and 32 columns at each of the left and right sides of the
CCD 100 as boundary pixels, and a spectrum acquisition portion 103 (second portion of a
detecting surface of the CCD sensor), which is a region of 160x960 pixels at a lower portion
of the CCD 100 that excludes the pixels of 32 edge rows at the bottom side and 32 columns
at each of the left and right sides of the CCD 100 as boundary pixels. 96 rows of pixels
between the image acquisition portion and the spectrum acquisition portion 103 are also
handled as boundary pixels. The controller 120 is electrically connected to the CCD 100, the
memory 130, and the monitor 140 and controls operations of these components by issuing
appropriate instruction signals. The memory 130 has a measured image (matrix) storage area
132, a reference spectrum (vector) storage area 133, a measured spectrum (vector) storage area
134, a reduced measured spectrum (vector) storage area 135, registered image
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Fig. 7. A schematic diagram of a CCD (image sensor) according to a first embodiment.
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pattern (template) storage areas 1361 to 136, (where n is an integer greater than 1), registered
spectral template data storage areas 137; to 137y, an identity storage area 138, and registered
identity storage areas 139; to 139,. The controller 120 is also electrically connected to a card
reader 150 that serves as an identity inputting means.

A manner in which a fingerprint image is acquired as a non-spectrometric biometric
signature of a fingertip (biometric signature source) of a person (subject to be authenticated)
and a diffuse reflectance spectrum of the fingertip is acquired as spectral information of the
fingertip (biometric signature source) by this fingerprint authentication device 1 shall now
be described.

5.1.1 Incident light and its reflected components

As shown in Fig. 6, with this fingerprint authentication device 1, light from the 12 lamp 15 is
made incident via a sheet prism 20 onto a finger 31;, which belongs to a person 30; to be
authenticated and is being pressed against an upper surface of the sheet prism 20. A portion
of the light made incident on the finger 31, is reflected as a specular reflection component Ls
from the surface of the finger 31;, and a first lens 40 forms an image of this specular
reflection component Ls on the image acquisition portion 102 of the CCD 100.

Another portion of the light made incident on the finger 31; penetrates into the skin, is
refracted, reflected, absorbed, or re-emitted as fluorescence or phosphorescence, etc. by
internal tissue, blood, and other various physiological components inside and below the
skin, and some of this light ultimately returns to the surface and exits from the skin in
various directions, thus forming a diffuse reflection component Lb. Because this light
component results from light that has traveled inside the skin, it carries information
concerning the person's skin color and his/her unique biological 'spectral signature' (Fig 4).
After exiting from the skin, the diffuse reflection component Lb passes through the sheet
prism 20 and is converged, via the second lens 60 and the mirror 70, onto the diffraction
grating 80, which spectrally disperses and makes the diffuse reflection component Lb
incident on the spectrum acquisition portion 103 of the CCD 100 in a manner such that a
fingertip diffuse reflection spectrum of a range of 350nm to 1050nm is acquired from each
row of the spectrum acquisition portion 103.

5.1.2 Reflected components and their detection process

Light made incident on the CCD 100 is photoelectrically converted into electrical charges at
the respective pixels. In accordance to an instruction signal from a measurement controlling
unit 122 of the controller 120, these charges are electronically shifted into a horizontal shift
register 104, one row at a time, and thereafter, the contents of the horizontal shift register
104 are shifted, one pixel at a time, into a capacitor 105. The charges in the capacitor 105 are
then provided as an analog voltage to an amplifier 106, which performs amplification to an
appropriate analog voltage level (e.g., 0 to 10 volts). The amplified voltage output by the
amplifier is then converted to a digital value by an analog-to-digital (A/D) converter 107.
The digital values output by the A/D converter 107 are then input as data into the memory
130 according to instruction signals from the measurement controlling unit 122 of the
controller 120. The digital values obtained by reading the charges from the image
acquisition portion 102 of the CCD 100 are thus stored as data in the measured image
storage area 132 in accordance to an instruction signal from the controller 120, and the
digital values obtained by reading the charges from the spectrum acquisition portion 103 of
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the CCD 100 are binned as data in the measured spectrum storage area 134 in accordance to
an instruction signal from the measurement controlling unit 122 of the controller 120.

In this readout process, the data of the boundary pixels (i.e. the pixels of the 32 edge rows at
the top and bottom sides, the 32 columns at each of the left and right sides, and the 96 rows
between the image acquisition portion 102 and the spectrum acquisition portion 103 of the
CCD 100) are ignored as data that may not be reliable in comparison to data of other
portions or as data that may be hybrid data of the image and the spectrum.

5.1.3 Authentication process

An authentication process using the fingerprint authentication device 1 shall now be
described with reference to the flowcharts of Fig 8. This authentication process is
constituted of an enrollment process (Fig. 8a), in which a person's fingerprint image and
fingertip diffuse reflectance spectrum are registered along with the person's identity, and
a verification process (Fig. 8b), which is performed each time a person needs to be

verified.

511 Measure and store diffuse reflectance spectrum S of a standard white
plate.

512 Read and store identity information from ID card of a person 304.

513 Acquire and store fingerprint image data Iy and fingertip diffuse

reflectance raw spectrum data Sy, of the person 304.

314 Extract fingerprint pattern from the fingerprint image data Iy and store the
fingerprint pattern as registered (template) fingerprint pattern Ig+.

Extract spectral factors from the fingertip diffuse reflectance spectrum
515 data Sy and store the extracted spectral factors as registered fingertip
diffuse reflectance spectral template vector Sga.

(Fig 8.a) Flowchart of an enrolment process
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m

521 Read and store identity information D of a person 30 to be authenticated from ID card 32.
829 Acquire and store fingerprint image data lu and finger diffuse reflectance raw spectrum data Sy,
ofthe person 30.
323 Compare the identity information D with each of the registered associated identity information
D=+~ Dgs in the registered identity storage areas 138, 139,.
Mo Mo matching
324 Has matchingregistered identityinformation identity
(D=1 been found? information.
es
525 Extractfingerprint pattern |= from the fingerprint image data lu and compare fingerprint pattern = with the]
2
registered fingerprint pattern |5, associated with the matching registered identity information D,
Fingerprints
526 do not

match!

Mo
Does the extracted fingerprint pattem |= match
the reaistered finaerorint pattern .7
es

Convert the fingertip diffuse reflectance raw sp ectrum data S to fingertip diffuse reflectance spectrum data S|

327 extract spectralfactors as a spectral factorvector S=from the fingerip diffuse reflectance spectrum data Sw, and|

compute a similarity value of the spectral factorvector S= and the registered fingertip diffus e reflectance s pectral
template vector Sy, which is associated with the registered identity information Diss.

Mo
Is the computed similarityvalue = an empirically
determined threshold value (e.q. 9537
Yes

329 The person 30 is authenticated as the person 30,.

¢

(Fig 8.b) Flowchart of a verification process

328

Authentication
denied!

Fig. 8. A flowchart of an enrolment and a verification process in an authentication process
according to an embodiment of this work.

5.1.3.1 Enrollment process

Firstly, in the enrollment process shown in Fig. 8(a), a diffuse reflectance spectrum St of a
standard white plate (not shown) is set on the upper surface of the sheet prism 20 and its
diffuse reflectance spectrum S is measured. The spectrum data S, that are obtained by
this measurement and stored in the measured spectrum storage area 134 of the memory 130
are then transferred and re-stored in the reference spectrum storage area 133 of the memory
130 (step S11).
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Identity information, such as the name, etc. of the person 30, are then read from an ID card
321, belonging to the person 301, by means of the card reader 150 and stored as registered
identity information Dgy in the registered identity storage area 139 (step S12).

Fingerprint image data In and fingertip diffuse reflectance raw spectrum data Swr of the
person 30; are then captured and measured as described above and stored in the measured
image storage area 132 and the measured spectrum storage area 134, respectively, of the
memory 130 (step S13).

The controller 120 then issues an instruction signal to the memory 130 to make the
fingerprint image data Ly, stored in the measured image storage area 132, be transmitted to
an analyzing unit 123, where a fingerprint pattern is extracted from the fingerprint image
data In. Methods of extracting a fingerprint pattern from such fingerprint image data are
well-known and described, for example, in 'Handbook of Fingerprint Recognition,' (Maltoni
et al.,, 2003), and a detailed description thereof shall not be provided here. The controller 120
then stores the extracted fingerprint pattern, for example, as a registered (template)
fingerprint pattern IR; in the registered image pattern (template) storage area 136; so that
this fingerprint pattern is associated with the registered associated identity information Dr;
in the registered identity storage area 139 (step S14).

Next, the controller 120 issues an instruction signal to the memory 130 to make the fingertip
diffuse reflectance raw spectrum data Sy, stored in the measured spectrum storage area
134, and the reference reflectance spectrum data S, stored in the reference spectrum
storage area 133, be transmitted to the analyzing unit 123. In the analyzing unit 123, the
fingertip diffuse reflectance raw spectrum data Swm: are converted to fingertip diffuse
reflectance spectrum data Sv by using the values of reference reflectance spectrum data Sy
as 100% reflectance. Spectral factors are then extracted from the fingertip diffuse reflectance
spectrum data Su. In the present example, the fingertip diffuse reflectance spectrum data Sum
is integrated in the respective ranges of 350 to 400nm, 401 to 470nm, 500 to 560nm, 600 to
660nm, 730 to 790nm, 830 to 900nm, and 925 to 1025nm to obtain seven integration values
(Fig. 5). Here, the ranges of 350 to 400nm and 401 to 470nm correspond to peaks due to
melanin, the ranges of 500 to 560nm, 600 to 660nm, and 830 to 900nm correspond to peaks
due to hemoglobin, the range of 730 to 790nm corresponds to arterial blood, and the range
of 925 to 1025nm corresponds to venous blood. The resulting seven values are then stored as
a registered fingertip diffuse reflectance spectral template vector Sg; in the registered
spectral template data storage area 137;, and this spectral template vector is thereby
associated with the registered associated identity information Dg; in the registered identity
storage area 139; (step S15).

This enrollment process is not performed each time a person needs to be authenticated but
is performed just once or once every predetermined interval (months, years, etc.). Also, for
persons besides the person 30, the procedure from step S12 to step S15 of this enrollment
process may be performed at any time to register a registered fingerprint image IR and a
registered fingertip diffuse reflectance spectrum Sg in association with an associated identity
information Dg for each of an arbitrary number n of persons.

5.1.3.2 Verification process

In the verification process (Fig. 8b), first, the identity information of a person 30 to be
authenticated are read from an ID card 32, belonging to the person 30, by means of the card
reader 150 and stored as identity information D in the identity storage area 138 (step S21).

Fingerprint image data Iy and fingertip diffuse reflectance raw spectrum data Sy, of the
person 30 are then captured and measured as described above and stored in the measured
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image storage area 132 and the measured spectrum storage area 134, respectively, of the
memory 130 (step S22).

The controller 120 then issues an instruction signal to the memory 130 to make the identity
information D, stored in the identity storage area 138, be transmitted to the analyzing unit
123. At the analyzing unit 123, the identity information D is compared with each of the
registered associated identity information Dr; # Dg, in the registered identity storage areas
139; # 139, to find matching registered identity information (step S23, S24). If matching
registered identity information is found, step 525 is entered. On the other hand, if matching
registered identity information is not found, step S41 is entered, in which a message, such as
'No matching identity information,' is displayed on the monitor 140, and then the process is
ended without authentication of the person 30.

5.1.3.3 Process at control and analysis unit

For the present description, it shall be deemed that the identity information D matches the
registered associated identity information Dr« of a person 30« (where x is a value in the
range of 1 to n). In this case, upon entering step 525, the controller 120 issues an instruction
signal to the memory 130 to make the fingerprint image data Iy, stored in the measured
image storage area 132, be transmitted to the analyzing unit 123, where a fingerprint pattern
Ip is extracted from the fingerprint image data In. At the analyzing unit 123, the extracted
fingerprint pattern Ip is compared with the registered fingerprint pattern Iz, in the registered
image pattern storage area 136x, which is the fingerprint pattern associated with the
registered identity information Dgy, to judge whether the extracted fingerprint pattern Ip
matches the registered fingerprint pattern Iz« (step 526). Methods of comparing fingerprint
patterns from such fingerprint image data are well-known and described, for example, in
the abovementioned 'Handbook of Fingerprint Recognition,' (Maltoni et al., 2003), and a
detailed description thereof shall not be provided here.

If by the above analysis of step 526, the extracted fingerprint pattern Ip is found to match the
registered fingerprint pattern Ig,, step S27 is entered. On the other hand, if the fingerprint
patterns do not match, step S42 is entered, in which a message, such as 'Fingerprints do not
match!" is displayed on the monitor 140, and then the process is ended without
authentication of the person 30.

For the present description, it shall be deemed that the extracted fingerprint pattern Ip
matches the registered fingerprint pattern Ir.. In this case, upon entering step S27, the
controller 120 issues an instruction signal to the memory 130 to make the fingertip diffuse
reflectance raw spectrum data Syy, which are of the person 30 and are stored in the
measured spectrum storage area 134, and the reference reflectance spectrum data Srer, which
are stored in the reference spectrum storage area 133, be transmitted to the analyzing unit
123. In the analyzing unit 123, the fingertip diffuse reflectance raw spectrum data Sy are
converted to fingertip diffuse reflectance spectrum data Sy of the person 30 by using the
values of reference reflectance spectrum data Srer as 100% reflectance. Seven spectral factors
are then extracted as a spectral factor vector S from the fingertip diffuse reflectance
spectrum data Sy in the same manner as described above. A similarity value of the spectral
factor vector S thus acquired and the registered fingertip diffuse reflectance spectral
template vector Sgy in the registered spectral template data storage area 137, which is
associated with the registered identity information Dg,, is then computed by cluster analysis
using single linkage Euclidean distance. The computation of the similarity value is
performed, for example, using a cluster analysis software, such as Minitab Statistical
Software© (made by Minitab Inc., 2009), and using a seven-valued vector Ry, having zero
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entries for all seven spectral factors, as a dissimilarity reference vector corresponding to a
similarity value of 39.11%. Because the computation of the similarity value by cluster
analysis using single linkage Euclidean distance is a well-known art (see for example,
Ragnemalm, PhD Thesis 1993), a detailed description thereof shall be omitted here.

The computed similarity value is then compared with, for example, an empirically determined
threshold value of 95% (S28). If the computed similarity value is greater than or equal to this
threshold value, the process ends upon authentication of person 30 as the person 30, (step
529). On the other hand, if the computed similarity value is less than the threshold value, step
S44 is entered, in which a message, such as 'Authentication denied!' is displayed on the
monitor 140 and then the process is ended without authentication of the person 30.

5.1.4 Reliability of the approach

As can be understood from the above description of the embodiment, with the present
approach, because a non-spectrometric biometric signature (fingerprint image) of a
biometric signature source (fingertip) is augmented by spectral information of the biometric
signature source (diffuse reflectance spectrum of the fingertip) in a manner such that the
non-spectrometric biometric signature (fingerprint image) is used to ensure the unique
identity of the object (person) to be authenticated and the spectral information (diffuse
reflectance spectrum) is used to ensure that the non-spectrometric biometric signature
(fingerprint image) is a genuine signature of the predetermined class of objects (living
human beings with fingerprint diffuse spectral characteristics within a predetermined
similarity range of predetermined characteristics), spoofing, for example, that uses a non-
spectrometric biometric signature (fingerprint image) formed on an object (e.g. copy
medium, plastic finger, etc.) not belonging to the predetermined class of objects (living
human beings with fingerprint diffuse spectral characteristics within a predetermined
similarity range) can be prevented. That is, the spectral information of an object reflects the
optical complexity of that object, and the more complex an object is, the more complex the
spectral information. In particular, skin or other portion of a living human is a complex
biological structure made of different layers with distinct morphologies and optical
properties. Thus for example, a diffuse reflectance spectrum obtained from a fingertip
includes spectral components of such substances as melanin, hemoglobin, and other
constituents of skin, muscle, blood, etc., with which the proportions present, etc. differ
among individual persons (see, for example, Fig. 3b). The spectral information obtained
from a fingertip or other portion of a living human is thus extremely complex and cannot be
replicated readily by the use of artificial dummies and prosthetic devices, and especially
because in this approach, the non-spectrometric biometric signature of the same portion is
acquired for identification, spoofing is made a practically insurmountable task.

5.2 Preferred configuration for iris authentication system

To illustrate a further scope of application of this approach, a second embodiment according to
this approach shall now be described. Fig. 9 is a schematic diagram of a basic arrangement of a
spectral biometrics enhanced authentication system according to the second embodiment of
this approach, which is an iris authentication device 200 that authenticates a person's identity
based on his/her iris pattern and biospectral characteristics of his/her iris.

5.2.1 Incident light and its reflected components
As shown in Fig. 9, this iris authentication device 200 uses the same CCD 100, having the
image acquisition portion 102 and the spectrum acquisition portion 103, as that used in the
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Fig. 9. A schematic diagram of a basic arrangement of a spectral biometrics enhanced
authentication system according to a second embodiment of this work.

first embodiment. With this authentication device 200, an image of an iris 35 of a person 30
to be authenticated is formed on the image acquisition portion 102 by a lens 340. A portion
(10% to 20%) of the light propagating from the iris 35 to the CCD 100 is reflected by a half-
mirror 240 and then reflected by a mirror 242 onto a diffraction grating 244, which spectrally
disperses and makes the component, reflected by the half-mirror 240, incident on the
spectrum acquisition portion 103 of the CCD 100 in a manner such that a reflection spectrum
of the iris within a range of 350nm to 1050nm can be acquired from each row of the
spectrum acquisition portion 103.

5.2.2 Data acquisition and authentication process

The iris image, acquired by the image acquisition portion 102 of the CCD 100, and the iris
reflection spectrum, acquired by the spectrum acquisition portion 103, are then handled in
the same manner as the fingerprint image and fingertip diffuse reflectance spectrum,
respectively, of the first embodiment to obtain an iris pattern and an iris spectral
information vector, which are then handled in the same manner as the fingerprint image
pattern and the fingertip spectral information vector of the first embodiment to perform the
authentication process.

5.2.3 Reliability of the approach

As with the fingertip diffuse reflectance spectrum, the iris reflection spectrum contains
information on internal tissue, blood, and other various physiological components of the eye
(iris) and thus provides information concerning a person's unique biological spectral
signature that cannot be spoofed readily.

5.3 More general system configuration approach

The present approach is not limited to the embodiments described above, and various
modifications can be made within the scope of the approach. For example, although the
CCD 100, having pixels arranged in 1280 rows and 1024 columns, was used as the image
sensor in the embodiment described above, a CCD of any other size may be used or a CMOS
device may be used instead as the image sensor. Also together with a CCD, CMOS sensor,
or other image sensor; a PDA (photodiode array) or a sensor having just the same number of
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photodetecting elements as the number of spectral information to be determined (seven in
the case of the above-described embodiments) may be configured to perform image
acquisition and spectrum acquisition, respectively. Other variations such as employment of
different light source (e.g., D2 lamp, laser, etc.) for acquisition, use of a more flexible ID
reading mechanism for database access, or use of different biometrics signature (e.g., hand
geometry, facial features, retinal print, etc.) may also be employed instead. Furthermore,
during the analysis process a different wavelength range, wavelength number, or even a
different pattern recognition method; such as neural networks, fuzzy logic, or linear
programming may be employed instead.

6. Conclusion

This chapter showed that it is quite feasible to use spectral biometrics as a complementary
method for preventing spoofing of existing biometrics technologies. The proposed method
ensures that the identity obtained through the primary biometrics signature comes from a
living, authentic person. It also showed how spectral biometrics can be implemented in two
widely-used biometrics systems in a practical manner without introducing much overhead
to the base biometrics technology or inconvenience to users.
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1. Introduction

Recently, biometrics has emerged as a reliable technology to provide greater level of security
to personal authentication system. Among the various biometric characteristics that can be
used to recognize a person, the human hand is the oldest, and perhaps the most successful
form of biometric technology (Hand-based biometrics, 2003). The features that can be
extracted from the hand include hand geometry, fingerprint, palm print, knuckle print, and
vein. These hand properties are stable and reliable. Once a person has reached adulthood,
the hand structure and configuration remain relatively stable throughout the person’s life
(Yoriik et al., 2006). Apart from that, the hand-scan technology is generally perceived as
nonintrusive as compared to iris- or retina-scan systems (Jain et al., 2004). The users do not
need to be cognizant of the way in which they interact with the system. These advantages
have greatly facilitated the deployment of hand features in biometric applications.

At present, most of the hand acquisition devices are based on touch-based design. The users
are required to touch the device or hold on to some peripheral or guidance peg for their
hand images to be captured. There are a number of problems associated with this touch-
based design. Firstly, people are concerned about the hygiene issue in which they have to
place their hands on the same sensor where countless others have also placed theirs. This
problem is particularly exacerbated during the outbreak of epidemics or pandemics like
SARS and Influenza A (H1IN1) which can be spread by touching germs leftover on surfaces.
Secondly, latent hand prints which remain on the sensor’s surface could be copied for
illegitimate use. Researchers have demonstrated systematic methods to use latent
fingerprints to create casts and moulds of the spoof fingers (Putte & Keuning, 2000). Thirdly,
the device surface will be contaminated easily if not used right, especially in harsh, dirty,
and outdoor environments. Lastly, some nations may resist placing their hands after a user
of the opposite sex has touched the sensor.

This chapter presents a contactless hand-based biometric system to acquire the palm print
and palm vein features. Palm prints refer to the smoothly flowing pattern formed by
alternating creases and troughs on the palmar surface of the hand. Three types of line
patterns are clearly visible on the palm. These line patterns are known as the principal lines,
wrinkles, and ridges. Principal lines are the longest, strongest and widest lines on the palm.
The principal lines characterize the most distinguishable features on the palm. Most people
have three principal lines, which are named as the heart line, head line, and life line (Fig. 1).
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Wrinkles are regarded as the thinner and more irregular line patterns. The wrinkles,
especially the pronounced wrinkles around the principal lines, can also contribute for the
discriminability of the palm print. On the other hand, ridges are the fine line texture
distributed throughout the palmar surface. The ridge feature is less useful for discriminating
individual as they cannot be perceived under poor imaging source.
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Fig. 1. The Line Patterns on the Palm Print. The Three Principal Lines on a Palm: 1-heart
line, 2-head line and 3-life line (Zhang et al., 2003)

On the other hand, hand vein refers to the vascular pattern or blood vein patterns recorded
from underneath the human skin. The subcutaneous blood vein flows through the human
hand, covering the wrist, palm, and fingers. Every person has unique structure and position
of veins, and this does not change significantly from the age of ten (Vein recognition in
Europe, 2004). As the blood vessels are believed to be “hard-wired” into the body at birth,
even twins have unique vein pattern. In fact, the vascular patterns on the left and right
hands are also different. As the complex vein structure resides in the human body, it is not
possible (except using anatomically surgery) to copy or duplicate the vein pattern. Besides,
external conditions like greasy and dirty, wear and tear, dry and wet hand surface do not
affect the vein structure. The properties of stability, uniqueness, and spoof-resilient make
hand vein a potentially good biometrics for personal authentication. Fig. 2 depicts the vein
patterns captured from the palmar surface, and back of the hand.

(b)

Fig. 2. (a) Vein Image on the Palm and Fingers (PalmSecure™, 2009). (b) Vein Image at the
Hand Dorsum (Hitachi and Fujitsu win vein orders in diverse markets, 2007).

2. Literature review

2.1 Palm print biometrics

2.1.1 Image acquisition

Most of the palm print systems utilized CCD scanners to acquire the palm print images
(Zhang et al., 2003; Han, 2004; Kong & Zhang, 2004). A team of researchers from Hong Kong
Polytechnic University pioneered CCD-based palm print scanner (Zhang et al., 2003). The



A Contactless Biometric System Using Palm Print and Palm Vein Features 157

palm print scanner was designed to work with predefined controlled environment. The
proposed device captured high quality palm print images and aligned palms accurately
with the aid of guidance pegs.

Although CCD-based palm print scanners could capture high quality images, they require
careful device setup. This design involves appropriate selection and configuration of the
lens, camera, and light sources. In view of this, some researchers proposed to use digital
cameras and video cameras as this setting requires less effort for system design (Doublet et
al., 2007). Most of the systems that deployed digital cameras and video cameras posed less
stringent constraint on the users. They did not use pegs for hand placement and they did
not require special lighting control. This was believed to increase user acceptance and
reduce maintenance effort of the system. Nevertheless, they might cause problem as the
image quality may be low due to uncontrolled illumination variation and distortion due to
hand movement.

Apart from CCD scanners and digital camera/video camera, there was also research which
employed digital scanner (Qin et al., 2006). Nonetheless, digital scanner is not suitable for
real-time applications because of the long scanning time. Besides, the images may be
deformed due to the pressing effect of the hand on the platform surface. Fig. 3 shows the
palm print images collected using CCD scanner, digital scanner, and video camera.

(b)

Fig. 3. Palm print images captured with (a) CCD scanner (Zhang et al., 2003), (b) digital
scanner (Qin et al., 2006), and (c) video camera (Doublet et al., 2007).

2.1.2 Feature extraction

A number of approaches have been proposed to extract the various palm print features. The
works reported in the literature can be broadly classified into three categories, namely line-
based, appearance-based, and texture-based (Zhang & Liu, 2009). Some earlier research in
palm print followed the line-based direction. The line-based approach studies the structural
information of the palm print. Line patterns like principle lines, wrinkles, ridges, and
creases are extracted for recognition (Funada, et al., 1998; Duta et al., 2002; Chen et al., 2001).
The later researches used more flexible approach to extract the palm lines by using edge
detection methods like Sobel operator (Wu et al., 2004a; Boles & Chu, 1997; Leung et al,,
2007), morphological operator (RafaelDiaz et al., 2004), edge map (Kung et al., 1995), and
modified radon transform (Huang et al, 2008). There were also researchers who
implemented their own edge detection algorithms to extract the line patterns (Liu & Zhang,
2005; Wu et al., 2004b; Huang et al., 2008).

On the other hand, the appearance-based approach is more straightforward as it treats the
palm print image as a whole. Common methods used for the appearance-base approach
include principal component analysis (PCA) (Lu et al.,, 2003; Kumar & Negi, 2007), linear
discriminant analysis (LDA) (Wu et al., 2003), and independent component analysis (ICA)
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(Connie et al., 2005). There were also researchers who developed their own algorithms to
analyze the appearance of the palm print (Zuo et al., 2005; Feng et al., 2006; Yang et al., 2007;
Deng et al., 2008).

Alternatively, the texture-based approach treats the palm print as a texture image. Therefore,
statistical methods like Law’s convolution masks, Gabar filter, and Fourier Transform could be
used to compute the texture energy of the palm print. Among the methods tested, 2-D Gabor
filter has been shown to provide engaging result (You et al., 2004; Wu et al., 2004b; Kong et al.,
2006). Ordinal measure has also appeared as another powerful method to extract the texture
feature (Sun et al., 2005). It detects elongated and line-like image regions which are orthogonal
in orientation. The extracted feature is known as ordinal feature. Some researchers had also
explored the use of texture descriptors like local binary pattern to model the palm print texture
(Wang et al., 2006). In addition to this, there were other techniques which studied the palm
print texture in the frequency domain by using Fourier transform (Li et al., 2002) and discrete
cosine transform (Kumar & Zhang, 2006).

Apart from the approaches described above, there were research which took a step forward
to transform the palm print feature into binary codes representation (Kong & Zhang, 2004b;
Kong & Zhang, 2006; Zhang et al., 2003; Sun et al., 2005; Kong & Zhang, 2002). The coding
methods are suitable for classification involving large-scale database. The coding algorithms
for palm print are inspired by the IrisCode technique (Daugman, 1993). PalmCode (Kong &
Zhang, 2002; Zhang, Kong, You, & Wong, 2003) was the first coding based technique
reported for palm print research. Later on, more variations had evolved from PalmCode
which included Fusion Code (first and second versions) (Kong & Zhang, 2004b), and
Competitive Code (Kong & Zhang, 2004; Kong, Zhang, & Kamel, 2006b). In addition, there
were also other coding approaches like Ordinal code (Sun et al., 2005), orientation code (Wu
et al., 2005), and line orientation code (Jia et al., 2008).

2.1.1 Matching

Depending on the types of features extracted, a variety of matching techniques were used to
compare two palm print images. In general, these techniques can be divided into two
categories: geometry-based matching, and feature-based matching (Teoh, 2009). The
geometry-based matching techniques sought to compare the geometrical primitives like
points (Duta, Jain, & Mardia, 2002; You, Li, & Zhang, 2002) and lines features (Huang, Jia, &
Zhang, 2008; Zhang & Shu, 1999) on the palm. When the point features were located using
methods like interesting point detector (You, Li, & Zhang, 2002), distance metric such as
Hausdorff distance could be used to calculate the similarly between two feature sets. When
the palm print pattern was characterized by line-based feature, Euclidean distance could be
applied to compute the similarity, or rather dissimilarity, between two line segments
represented in the Z2 coordinate system. Line-based matching on the whole is perceived as
more informative than point-based matching because the palm print pattern could be better
characterized using the rich line features as compared to isolated datum point. Besides,
researchers conjectured that simple line features like the principal lines have sufficiently
strong discriminative ability (Huang, Jia, & Zhang, 2008).

Feature-based matching works well for the appearance-based and texture-based
approaches. For research which studied the subspace methods like PCA, LDA, and ICA,
most of the authors adopted Euclidean distances to compute the matching scores (Lu,
Zhang, & Wang, 2003; Wu, Zhang, & Wang, 2003; Lu, Wang, & Zhang, 2004). For the other
studies, a variety of distance matrices like city-block distance and chi square distances were
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deployed (Wu, Wang, & Zhang, 2004b; Wu, Wang, & Zhang, 2002; Wang, Gong, Zhang, Li,
& Zhuang, 2006). Feature-based matching has a great advantage over geometry-based
matching when low-resolution images are used. This is due to the reason that geometry-
based matching usually requires higher resolution images to acquire precise location and
orientation of the geometrical features.

Aside from the two primary matching approaches, more complicated machine learning
techniques like neural networks (Han, Cheng, Lin, & Fan, 2003), Support Vector Machine
(Zhou, Peng, & Yang, 2006), and Hidden Markov models (Wu, Wang, & Zhang, 2004c) were
also tested. In most of the time, a number of the matching approaches can be combined to
yield better accuracy. You et al. (2004) showed that the integration can be performed in a
hierarchical manner for the boost in performance and speed.

When the palm print features were transformed into binary bit-string for representation,
Hamming distance was utilized to count the bit difference between two feature sets (Zhang,
Kong, You, & Wong, 2003; Kong & Zhang, 2004b; Sun, Tan, Wang, & Li, 2005). There was an
exception to this case where the angular distance was employed for the competitive coding
scheme (Kong & Zhang, 2004).

2.2 Hand vein biometrics

2.2.1 Image acquisition

In visible light, the vein structure of the hand is not always easily discernible. Due to
biological composition of the human tissues, the vein pattern can be observed under
infrared light. In the entire electromagnetic spectrum, infrared refers to a specific region
with wavelength typically spanning from 0.75pm to 1000pm. This region can be further
divided into four sub-bands, namely near infrared (NIR) in the range of 0.75um to 2um,
middle infrared in the range of 2pm to 6pm, far infrared (FIR) in the range of 6pm to 14pm,
and extreme infrared in the range of 14um to 1000pm. In the literature, the NIR (Cross &
Smith, 1995; Miura, Nagasaka, & Miyatake, 2004; Wang, Yau, Suwandya, & Sung, 2008; Toh,
Eng, Choo, Cha, Yau, & Low, 2005) and FIR (Wang, Leedhamb, & Cho, 2008; Lin & Fan,
2004) sources were used to capture the hand vein images.

FIR imaging technology forms images based on the infrared radiation emitted from the
human body. Medical researchers have found that human veins have higher temperature
than the surrounding tissues (Mehnert, Cross, & Smith, 1993). Therefore, the vein patterns
can be clearly displayed via thermal imaging (Fig. 4(a) and (b)). No external light is required
for FIR imaging. Thus, FIR does not suffer from illumination problems like many other
imaging techniques. However, this technology can be easily affected by external conditions
like ambient temperature and humidity. In addition, perspiration can also affect the image
quality (Wang, Leedham, & Cho, 2007).

On the other hand, the NIR technology functions based on two special attributes, (i) the
infrared light can penetrate into the hand tissue to a depth of about 3mm, and (ii) the
reduced haemoglobin in the venous blood absorbs more incident infrared radiation than the
surrounding tissues (Cross & Smith, 1995). As such, the vein patterns near the skin surface
are discernible as they appear darker than the surrounding area. As shown in Fig. 4(c), NIR
can capture the major vein patterns as effectively as the FIR imaging technique. More
importantly, it can detect finer veins lying near the skin surface. This increases the potential
discriminative ability of the vein pattern. Apart from that, the NIR has better ability to
withstand the external environment and the subject’s body temperature. Besides, the colour
of the skin does not have any impact of the vein patterns (Wang, Leedhamb, & Cho, 2008).
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A

(a) (b)
Fig. 4. (a) FIR image in normal office environment, (b) FIR image in outdoor environment
(Wang, Leedhamb, & Cho, 2008). (c) NIR taken for vein image (Wang, Leedhamb, & Cho,
2008

Infrared sensitive CCD cameras like Takena System NC300AIR (Miura, Nagasaka, &
Miyatake, 2004), JAI CV-M50 IR (Toh, Eng, Choo, Cha, Yau, & Low, 2005, Wang, Yau,
Suwandya, & Sung, 2008), and Hitachi KP-F2A (Wang, Leedham, & Cho, 2007) were used to
capture images of veins near to body surface. Near infrared LEDs with wavelength from
850nm (Wu & Ye, 2009; Wang, Leedham, & Cho, 2007; Kumar & Prathyusha, 2009) to 880nm
(Cross & Smith, 1995) were used as the light source. To cutoff the visible light, IR filter with
different cutoff wavelengths, \, were devised. Some researches deployed IR filter with A ~
800nm (Wang, Leedham, & Cho, 2007; Wu & Ye, 2009) and some used higher cutoff
wavelengths at 900nm (Cross & Smith, 1995).

2.2.2 Feature extraction

The feature extraction methods for vein recognition can be broadly categorized into: (i)
structural-, and (ii) global-based approaches. The structural method studies the line and
feature points (like minutiae) of the vein (Cross & Smith, 1995; Miura, Nagasaka, & Miyatake,
2004; Wang, Zhang, Yuan, & Zhuang, 2006; Kumar & Prathyusha, 2009). Thresholding and
thinning techniques (Cross & Smith, 1995; Wang, Zhang, Yuan, & Zhuang, 2006),
morphological operator (Toh, Eng, Choo, Cha, Yau, & Low, 2005), as well as skeletonization
and smoothing methods (Wang, Leedhamb, & Cho, 2008) were used to extract the vein
structure. These geometrical/ topological features were used to represent the vein pattern.

On the contrary, the global-based method characterizes the vein image in its entirety. Lin
and Fan (2004) performed multi-resolution analysis to analyze the palm-dorsa vein patterns.
Wang et al. (2006) carried out multi feature extraction based on vein geometry, K-L
conversion transform, and invariable moment and fused the results of these methods. The
other global-based approaches adopted curvelet (Zhang, Ma, & Han, 2006) and Radon
Transform (Wu & Ye, 2009) to extract the vein feature.

2.2.3 Matching

Most of the works in the literature deployed the correlation technique (or its other
variations) to evaluate the similarity between the enrolled and test images (Cross & Smith,
1995; Kono, Ueki, & Umemur, 2002; Miura, Nagasaka, & Miyatake, 2004; Toh, Eng, Choo,
Cha, Yau, & Low, 2005). Other simple distance matching measure like Hausdorff distance
was also adopted (Wang, Leedhamb, & Cho, 2008). More sophisticated methods like back
propagation neural networks (Zhang, Ma, & Han, 2006) and Radial Basis Function (RBF)
Neural Network and Probabilistic Neural Network (Wu & Ye, 2009) were also used as the
classifiers in vein recognition research.
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3. Proposed solution

In this research, we endeavour to develop an online acquisition device which can capture
hand images in a contactless environment. In specific, we want to acquire the different hand
modalities, namely palm print and palm vein images from the hand simultaneously without
incurring additional sensor cost or adding user complication. The users do not need to touch
or hold on to any peripheral for their hand images to be acquired. When their hand images
are captured, the regions of interest (ROI) of the palm will be tracked and extracted. ROIs
contain the important information of the hand that is used for recognition. The ROIs are
pre-processed so that the print and vein textures become distinguishable from the
background. After that, distinguishing features in the ROIs are extracted using a proposed
technique called directional coding. The hand features are mainly made up of line-like
texture. The directional coding technique encodes the discriminative information of the
hand based on the orientation of the line primitives. The extracted palm print and palm vein
features are then fused at score level to yield better recognition accuracy. We have also
included an image quality assessment scheme to evaluate the image quality. We distribute
more weight to better quality image when fusion is performed. The framework of our
proposed system is shown in Fig. 5.

9| Visible light unit |-

Hang image Hand tracking > Palm print | Feature extraction
acquisition IR light unit (CHVD) Palm vein
_ v
\@—| Image quality |g—| Palm print score |g—| -
Result <4 Fusion assessment Feature matching

scheme Palm vein score

Fig. 5. Framework of the proposed system.

3.1 Design and implementation of acquisition device

Image acquisition is a very important component because it generates the images to be used
and evaluated in this study. We aim to develop a real-time acquisition device which can
capture hand images in a contactless environment. The design and implementation of an
efficient real-time hand acquisition device must contend with a number of challenges.
Firstly, the acquisition device must be able to provide sufficient contrasted images so that
the hand features are discernable and can be used for processing. The hardware setup plays
a crucial role in providing high quality images. Arrangement of the imaging sensor and
design of the lighting units also have great impact on the quality of the images acquired.
Therefore, the capturing device should be calibrated carefully to obtain high contrasted
images. Secondly, a single acquisition device should be used to capture multiple image
sources (e.g. visible and infrared images). It is not efficient and economical for a multimodal
biometric system to install multiple capturing devices, for example, using a normal camera
to acquire visible image and using another specialized equipment to obtain IR image.
Therefore, an acquisition device with low development cost is expected for a multimodal
biometric system from the system application view. Thirdly, speed is a major concern in an
online application. The capturing time of the acquisition device should be fast enough to
make it unnoticeable to the user that multiple biometric features are being acquired by the
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system for processing. In other words, a real-time acquisition system should be able capture
all of the biometric features in the shortest time possible.

In this research, we design an acquisition device that aims to fulfil the requirements above.
The hardware setup of the capturing device is shown in Fig. 6. Two low-cost imaging units
are mounted side by side on the device. The first imaging unit is used to capture visible light
images while the second for obtaining infrared images. Both units are commercially
available off-the-shelf webcams. Warm-white light bulbs are placed around the imaging
units to irradiate the hand under visible light. The bulbs emit yellowish light source that
enhances the lines and ridges of the palm. To acquire IR image, we do not use any
specialized IR camera. Instead, we modify the ordinary webcam to be an IR-sensitive
camera. The webcam used for infrared imaging is fitted with an infrared filter. The filter
blocks the visible (non-IR) light and allows only the IR light to reach the sensor. In this
study, we find that IR filter which passes infrared rays above 900nm gives the best quality
images. A number of infrared LEDs are arranged on the board to serve as the infrared cold
source to illuminate the vein pattern. We have experimented with different types of infrared
LEDs and those emitting light in the range of 880nm to 920nm provide relatively good
contrast of the vein pattern. A diffuser paper is used to attenuate the IR source so that the
radiation can be distributed more uniformly around the imaging unit.

During image acquisition, we request the user to position his/her hand above the sensor
with the palm facing the sensor (Fig. 6(a)). The user has to slightly stretch his/her fingers
apart. There is no guidance peripheral to restraint the user’s hand. The user can place
his/her hand naturally above the sensor. We do not restrict the user to place his/her hand at
a particular position above the sensor nor limit them to pose his/her at a certain direction.
Instead, we allow the user to move his/her hand while the images are being acquired.
Besides, the user can also rotate his/her hand while the images are being taken. The optimal
viewing region for the acquisition sensor is 25 cm from the surface of the imaging unit. We
allow a tolerable focus range of 25 cm * 4 cm to permit more flexibility for the users to
interact with the device (Fig. 6(c) and Fig. 7).

Diffuser paper

Camera 1 (Visible
light) light)

Infrared cold
sources

Camera 2
(Infrared)

Yellowish light bulbs

® ©
Fig. 6. (a) Image acquisiton device (covered). (b) Image acquisiton device (uncovered). (c)
Acquiring the hand images.
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Fig. 7. Tolerable focus range for the image acquisition device.

In this study, a standard PC with Intel Core 2 Quad processor (2.4 GHz) and 3072 MB RAM
was used. The program was developed using Visual Studio .NET 2008. The application
depicted in Fig. 8 shows a live video sequence of the hand image recorded by the sensor.
Both of the visible light and IR images of the hand can be captured simultaneously. The
interface provides direct feedback to the user that he/she is placing his/her hand properly
inside the working volume. After the hand was detected in the working volume, the ROIs of
the palm and fingers were captured and stored as bitmap format from the video sequence.
The hand image was detected in real-time video sequence at 30 fps. The image resolution
was 640 x 480 pixels, with color output type in 256 RGB (8 bits-per-channel). The delay
interval between capturing the current and the next ROI was 2 seconds.

T i E—
&' Hvias Dema - Developed by GKOM
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Fig. 8. Software interface depicting the image acquisition process.

We used the setup described above in an office environment to evaluate the performance of
the proposed multimodal hand-based biometric system. We have recorded the hand images
from 136 individuals. 64 of them are females, 42 of them are less than 30 years old. The users
come from different ethnic groups such as Chinese, Malays, Indians, and Arabians. Most of
them are students and lecturers from Multimedia University. Ten samples were captured
for each user. The samples were acquired in two different occasions separated at an interval
of two months.
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3.2 Pre-processing

We adopt the hand tracking algorithm proposed in our previous work (Goh et al., 2008) to
detect and locate the region of interest (ROI) of the palm. After obtaining the ROIs, we
enhance the contrast and sharpness of the images so that the dominant palm vein features
can be highlighted and become distinguishable from the background. Gamma correction is
first applied to obtain better image contrast (Gonzalez, & Woods, 2002). To bring out the
detail of the ridge pattern, we have investigated a number of well-known image
enhancement methods like Laplacian filters, Laplacian of Gaussian, and unsharp masking
method. Although these techniques work well for sharpening the images, the noise elements
tend to be over-enhanced. For this reason, we propose a local-ridge-enhancement (LRE)
technique to obtain a sharp image without overly amplifying the noise. This method
discovers which part of the image contains important lines and ridge patterns, and amplifies
only these areas.

The proposed LRE method uses a “ridge detection mask” to find the palm vein structures in
the image. LRE first applies a low-pass filter, g(x,y) , on the original image, I(x,y), shown
in Fig. 9a to obtain a blur version of the image, M(x,y),

M(x,y)=g(x,y)*I(x,y) @

In this research, Gaussian filter with 0=60 is used for this purpose. After that, we use a high-
pass filter, i(x,y) , to locate the ridge edges from the blur image,

M (x,y) = h(x,y)* M(x,y) @)

Note that since the trivial/weak ridge patterns have already been “distilled” in the blur
image, only the edges of the principal/strong ridges show up in M (x,y). In this work, the
Laplacian filter is used as the high-pass filter.

At this stage, M (x,y) exhibit the edges of the primary ridge structure (Fig. 9c). We binarize
M (x,y)by using a threshold value, 7. Some morphological operators like opening and
closing can be used to eliminate unwanted noise regions. The resultant image is the “mask”
marking the location of the strong ridge pattern.

We “overlay” M (x,y) on the original image to amplify the ridge region,

c-I(x,y) ifM'(x,)=1
I(x,y)  otherwise

I(x,y)= { ®)
where I'(x,y) is the enhanced image and c is the coefficient to determine the level of
intensity used to highlight the ridge area. The lower the value of ¢, the more the ridge
pattern will be amplified (the darker the area will be). In this work, the value of c is
empirically set to 0.9. Fig. 9f shows the result of the enhanced image. We wish to point out
that more variations can be added to determine different values for ¢ in order to highlight
the different ridge areas according to their strength levels. For example, gray-level slicing
can be used to assign larger weight, c, to stronger ridge pattern, and vice versa. We do not
perform this additional step due to the consideration for computation overhead
(computation time is a critical factor for an online application). Fig. 10 depicts some sample
image enhancement results for the palm print and palm vein images.
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Fig. 9. Processes involved in the proposed LRE method. (a) Original image. (b) Response of
applying low-pass filter. (c) Response of applying high-pass filter on the response of low-
pas filter. (d) Image binarization. (e) Applying morphological operations. (f) Result of LRE.
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Fig. 10. Result of applying the proposed LRE method.

3.3 Feature extraction

We propose a new scheme named Directional Coding method to extract the palm print and
palm vein features. These hand features contain similar textures which are primarily made
up of line primitives. For example, palm prints are made up of strong principal lines and
some thin wrinkles, whilst palm vein contains vascular network which also resembles line-
like characteristic. Therefore, we can deploy a single method to extract the discriminative
line information from the different hand features. The aims is to encode the line pattern
based on the proximal orientation of the lines. We first apply Wavelet Transform to
decompose the palm print images into lower resolution representation. The Sobel operator
is then used to detect the palm print edges in horizontal, vertical, +45¢, and -45° orientations.
After that, the output sample, ®(x,y), is determined using the formula,

O(x,y) = 8(argmax  (og (x,¥))) ©)

where wg(x,y) denotes the responses of the Sobel mask in the four directions (horizontal,
vertical, +45°, and -45¢), and & €{1,2,3,4} indicates the index used to code the orientation of
. The index, §, can be in any form, but we use decimal representation to characterize the four
orientations for the sake of simplicity. The output, ®(x,y), is then converted to the
corresponding binary reflected Gray code. The bit string assignment enables more effective
matching process as the computation only deals with plain binary bit string rather than real
or floating point numbers. Besides, another benefit of converting bit string to Gray code
representation is that Gray code exhibits less bit transition. This is a desired property since
we require the biometric feature to have high similarity within the data (for the same
subject). Thus, Gray code representation provides less bit difference and more similarity in
the data pattern. Fig. 11(b) to (e) shows the gradient responses of the palm print in the four
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directions. Fig. 11(f) is the result of taking the maximum gradient values obtained from the
four responses. This image depicts the strongest directional response of the palm print and
it closely resembles the original palm print pattern shown in Fig. 11(a). The example of
directional coding applied on palm vein image is illustrated in Fig. 12.

@ 0 © (d) G

Fig. 11. Example of Directional Code applied on palm print image.

@@ @ ®  © @ @ 0)

Fig. 12. Example of Directional Code applied on palm vein image.

3.4 Feature matching
Hamming distance is deployed to count the fraction of bits that differ between two code

strings for the Directional Coding method. Hamming distance is defined as,

(G, P) = XOR(G, P) )

3.5 Fusion approach
In this research, the sum-based fusion rule is used to consolidate the matching scores
produced by the different hand biometrics modalities. Sum rule is defined as,

S :isi ©)
i=1

where s denotes the scores generated from the different experts and k signifies the number of
experts in the system. The reason of applying sum rule is because studies have shown that
sum rule provides good results as compared to other decision level fusion techniques like
likelihood ratio-based fusion (He, et al., 2010), neural networks (Ross & Jain, 2003) and
decision trees (Wang, Tan, & Jain, 2003). Another reason we do not apply sophisticated fusion
technique in our work is because our dataset has been reasonably cleansed by the image pre-
processing and feature extraction stages (as will be shown in the experiment section).

Sum rule is a linear-based fusion method. To conduct more thorough evaluation, we wish to
examine the use of non-linear classification tool. Support Vector Machine (SVM) is adopted
for this purpose. SVM is a type of machine learning technique which is based on Structural
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Risk Minimization (SRM) principal. It has good generalization characteristics by minimizing
the boundary based on the generalization error, and it has been proven to be successful
classifier on several classical pattern recognition problems (Burges, 1998). In this research,
the Radial Basis Kernel (RBF) function is explored. RBF kernel is defined as (Saunders, 1998;
Vapnik, 1998),

RV
K(x,xi)—exp[—("zcj‘z')] %
where 0 > 0 is a constant that defines the kernel width.

3.6 Incorporating image quality assessment in fusion scheme

We propose a novel method to incorporate image quality in our fusion scheme to obtain
better performance. We first examine the quality of the images captured by the imaging
device. We distribute more weight to better quality image when fusion is performed. The
assignment of larger weight to better quality image is useful when we fuse the images under
visible (e.g. palm print) and infrared light (e.g. palm vein). Sometimes, the vein images may
not appear clear due to the medical condition of the skin (like thick fatty tissue obstructing
the subcutaneous blood vessels), thus, it is not appropriate to assign equal weight between
these poor quality images and those having clear patterns.

We design an evaluation method to assess the richness of texture in the images. We
quantify/measure the image quality by using the measures derived using Gray Level Co-
occurrence Matrix (GLCM) (Haralick, Shanmugam, & Dinstein, 1973). We have discovered
several GLCM measures which can describe image quality appropriately. These measures
were modelled using fuzzy logic to produce the final image quality metric that can be used
in the fusion scheme.

3.6.1 Brief overview of GLCM

GLCM is a popular texture analysis tool which has been successfully applied in a number of
applications like medical analysis (Tahir, Bouridane, & Kurugollu, 2005), geological imaging
(Soh & Tsatsoulis, 1999), remote sensing (Ishak, Mustafa, & Hussain, 2008), and radiography
(Chen, Tai, & Zhao, 2008). Given an M x N image with gray level values range from 0 to L-1,
the GLCM for this image, P(i,j,d,0), refers to the matrix recording the joint probability
function, where i and j are the elements in the GLCM defined by a distance d in 0 direction.
More formally, the (i, j)th element in the GLCM for an image can be expressed as,

(o ya) G2 y)]| Fxr ) =1 flxar) = o } -

dis((xl'yl)/(XZ/yZ)) = d,é((xl,yl),(xz,yz)) =6

where dis() refers to a distance metric, and Z is the angle between two pixels in the image. #
denotes the number of times the pixel intensity f(x, y) appears in the relationship
characterized by d and 0. To obtain the normalized GLCM, we can divide each entry by the
number of pixels in the image,

P(i,j,d,e)z#{

(i,j,d,0)

. p
Pnorm(Z/]’d’e) = MxN (9)
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Based on the GLCM, a number of textural features could be calculated. Among the
commonly used features are shown in Table 1.

No. | Feature

Equation

Angular second moment

ASM =Y P(i,j,d,0)

L | (ASM)/Energy 7
. 42 .o
2 Contrast con = Z‘Z _]‘ P(i,j,d,6)
ij
(-p)(j-n) . .
3 Correlation corr =Yy ————1°P(i,j,d,0)

ij GiCj

P ZP(i,j,al,e)
i 1+li-jl

ent = —zP(i,j,d,G)log(P(i,j,d,G))
ij

4 Homogeneity

5 Entropy

Table 1. Some common GLCM textual features.

These measures are useful to describe the texture of an image. For example, ASM tells how
orderly an image is, and homogeneity measures how closely the elements are distributed in
the image.

3.6.2 Selecting image quality metrics

Based on the different texture features derived from GLCM, the fuzzy inference system can
be used to aggregate these parameters and derive a final image quality score. Among the
different GLCM metrics, we observe that contrast, variance, and correlation could
characterize image quality well. Contrast is the chief indicator for image quality. An image
with high contrast portrays dark and visible line texture. Variance and correlation are also
good indicators of image quality. Better quality images tend to have higher values for
contrast and variance, and lower value for correlation. Table 2 shows the values for contrast,
variance, and correlation for the palm print and palm vein images.

When we observe the images, we find that images constituting similar amount of textural
information yield similar measurements for contrast, variance, and correlation. Both the
palm print and palm vein images for the first person, for instance, contain plenty of textural
information. Thus, their GLCM features, especially the contrast value, do not vary much.
However, as the texture is clearly more visible in the palm print image than the palm vein
image for the second person, it is not surprising to find that the palm print image contains
much higher contrast value than the vein image in this respect.

3.6.3 Modeling fuzzy inference system

The three image quality metrics namely contrast, variance and correlation are fed as input to
the fuzzy inference system. Each of the input sets are modelled by three functions as
depicted in Fig. 13(a)-(c).

The membership functions are formed by Gaussian functions or a combination of Gaussian
functions given by,
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Palm print | Quality metrics Palm vein | Quality metrics

Contrast :5.82
Variance 11291
Correlation :3.21
Defuzzified :0.74
Output

Contrast :5.82
Variance 11291
Correlation :3.21
Defuzzified :0.74
Output

Contrast :7.71
Variance :7.92
Correlation :2.63
Defuzzified :0.81
Output

Contrast :2.97
Variance 16.44
Correlation :3.45
Defuzzified :0.49
Output

Contrast 11213 Contrast :8.47
Variance :8.28 Variance :8.44
' Correlation :1.90 Correlation :2.54

Defuzzified :0.81
Output

Defuzzified :0.80
Output

Contrast :7.05
Variance :8.57
Correlation :2.80
Defuzzified :0.80
| Output

Contrast :2.04
Variance :4.10
Correlation :3.58
Defuzzified :0.26
Output

Table 2. The GLCM measures and image quality metrics for the sample palm print and palm
vein images.

flx,o,0)=e 72 (10)

where c indicates the centre of the peak and ¢ controls the width of the distribution. The

parameters for each of the membership functions are determined by taking the best

performing values using the development set.

The conditions for the image quality measures are expressed by the fuzzy IF-THEN rules.

The principal controller for determining the output for image quality is the contrast value.

The image quality is good if the contrast value is large, and vice versa. The other two inputs,

variance and correlation, serve as regulators to aggregate the output value when the

contrast value is fair/medium. Thirteen rules are used to characterize fuzzy rules. The main

properties for these rules are,

e If all the inputs are favourable (high contrast, high variance, and low correlation), the
output is set to high.

e If the inputs are fair, the output value is determined primarily by the contrast value.

e If all the inputs are unfavourable (low contrast, low variance, and high correlation), the
output is set to low.
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Fig. 2. Three membership functions defined for the input variables, (a) the contrast
parameters, (b) the variance parameter and (c) the correlation parameters. (d) Output
membership functions.

We use the Mamdami reasoning method to interpret the fuzzy set rules. This technique is
adopted because it is intuitive and works well with human input. The output membership
functions are given as O={Poor, Medium, Good}. The output functions are shown in Fig. 13(d)
and they comprise of similar distribution functions as the input sets (combination of
Gaussian functions). The defuzzified output score are recorded in Table 2. The output
values adequately reflect the quality of the input images (the higher the value, the better the
image quality).

3.6.4 Using image quality score in fusion scheme

The defuzzified output values are used as the weighting score for the biometric features in
the fusion scheme. Let say we form a vector (d1rd2/---rd;') from the individual outputs of the
biometrics classifiers, the defuzzified output can be incorporated into the vector as
((01511/032512/---/ o;d j) , where j stands for the number of biometric samples, and o refers to the
defuzzified output value for the biometric samples. Note that o is the normalized value in
which ®; + @, +...+ ®; =1. The weighted vector can then be input to the fusion scheme to

i
perform authentication.
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4. Results and discussion

4.1 Performance of uni-modal hand biometrics

An experiment was carried out to assess the effectiveness of the proposed Directional
Coding method applied on the individual palm print and palm vein modalities. The results
for both the left and right hands were recorded for the sake of thorough analysis of the hand
features. The values for EER were taken at the point where FAR was equalled, or nearly
equalled, to FRR. In the experiment, we also examined the performance of the system when
FAR was set to 0.01% and 0.001%. The reason for doing this is because FAR is considered as
one of the most significant parameter settings in a biometric system. It measures the
likelihood of unauthorized accesses to the system. In some security critical applications,
even one failure to detect fraudulent break-in could cause disruptive consequence to the
system. Therefore, it is of paramount importance to evaluate the system at very low FAR.
The performances of the individual hand modalities are presented in Table 3. We observe
that palm vein performs slightly better by yielding GAR approximately equals 97% when
FAR was set to 0.001%. Thus, we find that there is a need to combine these modalities in
order to obtain promising result. We also discover that the results for both of the hands do
not vary significantly. This implies that the users can use either hand to access the biometric
system. This is an advantage in security and flexibility as the user can choose to use either
hand for the system. If one of the user’s hand information is tampered or the hand is
physically injured, he/she can still access the system by using the other hand. Apart from
that, allowing the user to use both hands reduces the chance of being falsely rejected. This
gives the user more chances of presentation and thereby reduces the inconvenience of being
denied access.

We had also included an experiment to verify the usefulness of the proposed local ridge
enhancement (LRE) pre-processing technique to enhance the hand features. The result of
applying and without applying the pre-processing procedure is depicted in Fig. 14. The pre-
processing step had indeed helped to improve the overall performance by 6%.

Hand Side Biometrics EER% ?:II: Zo (;I)};eoz GAR:/O(;SS;OI/: FAR
Right Palm print (PP) 2.02 95.46 94.65
Right Palm vein (PV) 0.71 98.34 97.95
Left Palm print (PP) 1.97 95.77 94.05
Left Palm vein (PV) 0.80 98.26 97.49

Table 3. Performance of individual biometric experts.

4.2 Performance of multimodal hand biometrics

4.2.1 Analysis of biometric features

Correlation analysis of individual experts is important to determine their discriminatory
power, data separability, and information complementary ability. A common way to
identify the correlation which exists between the experts is to analyze the errors made by
them. The fusion result can be very effective if the errors made by the classifiers are highly
de-correlated. In other words, the lower the correlation value, the more effective the fusion
will become. This is due to the reason that more new information will be introduced when
the dependency between the errors decreases (Verlinde, 1999). One way to visualize the
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Fig. 14. Improvement gain by applying the proposed LRE pre-processing technique for left
and right hands.

correlation between two classifiers is to plot the distribution graph of the genuine and
imposter populations. In the correlation observation shown in Fig. 15, the distribution of the
genuine and imposter populations take the form of two nearly independent clusters. This
indicates that the correlation between the individual palm print and palm vein modality is
low. In other words, we found that both biometrics are independent and are suitable to be
used for fusion.

Falrn print expert
= =] =] =
1= — =2 b = w2 . =
- m ] (53] [ (5] = m (L]

o
o
@

il . . . . . . )
1] 00s 01 018 02 02 03 035 04 0.45
Falr vein expert

Fig. 15. Visual representation of the correlation of between palm print and palm vein
experts.

4.2.2 Fusion using sum-rule

In this experiment, we combine the palm print and palm vein experts using the sum-based
fusion rule. Table 4 records the results when we fused the two different hand modalities. We
observe that, in general, the fusion approach takes advantage of the proficiency of the
individual hand modalities. The fusions of palm print and palm vein yielded an overall
increase of 3.4% in accuracy as compared to the single hand modalities.
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. . . GAR% when GAR% when
0,
Hand Side Fused Biometrics EER% FAR = 0.01% FAR = 0.001%
Right PP + PV 0.040 99.84 99.73
Left PP + PV 0.090 99.75 99.56

Table 4. Performance of using sum-based fusion rule.

4.2.3 Fusion using support vector machine

In this portion of study, we examine the use of SVM for our fusion approach. In the
previous experiment, we use sum-rule (linear-based) method to fuse the different experts.
Although sum-rule can yield satisfying result especially in the fusion of three or more
modalities, the fusion result can be further improved by deploying a non-linear
classification tool. The fusion result of using SVM is presented in Table 5.

GAR% when GAR% when
. . . o
Hand Side Fused Biometrics EER% FAR = 0.01% FAR = 0.001%
Right PP +PV 0.020 99.90 99.82
Left PP + PV 0.040 99.86 99.64

Table 5. Performance of using SVM.

As a whole, SVM has helped to reduce the error rates of the fusion of the experts. This
improvement is due to the fact that SVM is able to learn a non-linear decision plane which
could separate our datasets more efficiently. Fig. 16 shows the decision boundary learnt by
SVM in classifying the genuine and imposters score distributions.
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Fig. 16. Decision boundaries learnt by SVM.

4.3 Fuzzy-weighted quality-based fusion

In order to testify the proposed fuzzy-weighted (FW) image quality-based fusion scheme is
useful, we carried out an experiment to evaluate the technique. Fig. 17 depicts the
comparison of applying the proposed fuzzy-weighted method over the standalone sum-rule
and SVM fusion approaches.



174 Advanced Biometric Technologies

100.2 . : : T

100
2 998k |
=
o
o
it
S WE- |
=
:
2
Bt
< gg 4t g
¥
=
=
E
& ool === Sum tule _

—+—FW-Surn rule
——— SVM-REF
EEIS —+— PS5y M-REF 7
1 1 1 1
N 1t 10" 10° 10’ 10°

False Acceptance Rate

Fig. 17. Improvement gained of fuzzy-weighted fusion scheme for palm print and palm
vein.

We observe that the performance of the fusion methods could be improved by incorporating
the image quality assessment scheme. The gain in improvement is particularly evident when
the fuzzy-weighted quality assessment method is applied on sum-rule. This result shows
that the proposed quality-based fusion scheme offers an attractive alternative to increase the
accuracy of the fusion approach.

5. Conclusions

This chapter presents a low resolution contactless palm print and palm vein recognition
system. The proposed system offers several advantages like low-cost, accuracy, flexibility,
and user-friendliness. We describe the hand acquisition device design and implementation
without the use of expensive infrared sensor. We also introduce the LRE method to obtain
good contrast palm print and vein images. To obtain useful representation of the palm print
and vein modalities, a new technique called directional coding is proposed. This method
represents the biometric features in bit string format which enable speedy matching and
convenient storage. In addition, we examined the performance of the proposed fuzzy-
weighted image quality checking scheme. We found that performance of the system could
be improved by incorporating image quality measures when the modalities were fused. Our
approach produced promising result to be implemented in a practical biometric application.
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1. Introduction

The biometric systems, oriented in this chapter especially on fingerprints, have been
introduced in the previous chapters. The functionality of such systems is influenced not only
by the used technology, but also by the surrounding environment (including skin or other
diseases). Biased or damaged biometric samples could be rejected after revealing their poor
quality, or may be enhanced, what leads to the situation that samples, which would be
normally rejected, are accepted after the enhancement process. But this process could
present also a risk, because the poor quality of a sample could be caused not only by the
sensor technology or the environment, but also by using an artificial biometric attribute
(imitation of a finger(print)). Such risk is not limited just to the deceptional technique, but if
we are not able to recognize whether an acquired biometric sample originates from a
genuine living user or an impostor, we would then scan an artificial fake and try to enhance
its quality using an enhancement algorithm. After a successful completion of such
enhancement, such fake fingerprint would be compared with a template and if a match is
found, the user is accepted, notwithstanding the fact that he can be an impostor! Therefore
the need of careful liveness detection, i.e. the recognition whether an acquired biometric
sample comes from a genuine living user or not, is crucial.

Enrollment .‘ Stored .

Center . |  Templates

Y

|

|

|

|

|
S
Sensor . .‘ e . .‘ Matcher .l»%
=~

Extraction

Fig. 1. Basic components of a biometric system.

Each component of a biometric system presents a potentially vulnerable part of such system.
The typical ways of deceiving a biometric system are as follows (Fig. 1) (Dessimoz et al.,
2006; Jain, 2005; Ambalakat, 2005; Galbally et al., 2007):

1. Placing fake biometrics on the sensor. A real biometric representation is placed on the
device with the aim to achieve the authentication, but if such representation has been
obtained in an unauthorized manner, such as making a fake gummy finger, an iris
printout or a face mask, then it is considered as a deceiving activity.
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2. Resubmitting previously stored digitized biometric signals (replay attack). A digitized
biometric signal, which has been previously enrolled and stored in the database, is
replayed to the system, thus circumventing the acquisition device.

3. Overriding the feature extraction process. A pre-selected template is produced in the
feature extraction module using a Trojan horse.

4. Tampering with the biometric feature representation. During the transmission between the
feature extraction and matching modules, a fraudulent feature set replaces the template
acquired and processed by the device.

5. Attacking the enrollment center. The enrollment module is also vulnerable to spoof attacks
such as those described in the previous points 1 to 4.

6. Attacking the channel between the enrollment center and the database. During the
transmission, a fraudulent template replaces the template produced during the
enrollment.

7. Tampering with stored templates. A template, previously stored in the database
(distributed or not), can be modified and used afterward as corrupted template.

8.  Corrupting the matcher. A pre-selected score is produced in the matching extraction
module using a Trojan horse.

9. Attacking the channel between the stored templates and the matcher. During the transmission
between the database and the matching module, a fraudulent template replaces the
template previously stored.

10. Owerriding the final decision. The result of the decision module can be modified and then
used for the replacement of the output obtained previously.

11. Attacking the application. The software application can also be a point of attack and all
possible security systems should be used to reduce the vulnerability at this level.

From the above list of possible attacks we can deduce that most security risks or threats are

quite common and could be therefore resolved by traditional cryptographic tools (i.e.

encryption, digital signatures, PKI (Public Key Infrastructure) authentication of

communicating devices, access control, hash functions etc.) or by having vulnerable parts at

a secure location, in tamper-resistant enclosure or under constant human supervision (Kluz,

2005).

When a legitimate user has already registered his finger in a fingerprint system, there are

still several ways how to deceive the system. In order to deceive the fingerprint system, an

attacker may put the following objects on the fingerprint scanner (Matsumoto et al., 2005;

Ambalakat, 2005; Roberts, 2006):

o Registered (enrolled) finger. The highest risk is that a legitimate user is forced, e.g. by an
armed criminal, to put his/her live finger on the scanner under duress. Another risk is
that a legitimate user is compelled to fall asleep with a sleeping drug in order to make
free use of his/her live finger. There are some deterrent techniques against similar
crimes, e.g. to combine the standard fingerprint authentication with another method
such as a synchronized use of PINs or identification cards; this can be helpful to deter
such crimes.

o Unregistered finger (an impostor’s finger). An attack against authentication systems by an
impostor with his/her own biometrics is referred to as a non-effort forgery. Commonly,
the accuracy of authentication of fingerprint systems is evaluated by the false rejection
rate (FRR) and false acceptance rate (FAR) as mentioned in the previous chapters. FAR
is an important indicator for the security against such method (because a not enrolled
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finger is used for authentication). Moreover, fingerprints are usually categorized into
specific classes (Collins, 2001). If an attacker knows what class the enrolled finger is,
then a not enrolled finger with the same class (i.e. similar pattern) can be used for the
authentication at the scanner. In this case, however, the probability of acceptance may
be different when compared with the ordinary FAR.

o Severed fingertip of enrolled finger. A horrible attack may be performed with the finger
severed from the hand of a legitimate user. Even if it is the finger severed from the
user’s half-decomposed corpse, the attacker may use, for criminal purposes, a scientific
crime detection technique to clarify (and/or enhance) its fingerprint.

o Genetic clone of enrolled finger. In general, it can be stated that identical twins do not have
the same fingerprint, and the same would be true for clones (Matsumoto et al., 2005).
The reason is that fingerprints are not entirely determined genetically but rather by the
pattern of nerve growth in the skin. As a result, such pattern is not exactly the same
even for identical twins. However, it can be also stated that fingerprints are different in
identical twins, but only slightly different. If the genetic clone’s fingerprint is similar to
the enrolled finger, an attacker may try to deceive fingerprint systems by using it.

o Artificial clone of enrolled finger. More likely attacks against fingerprint systems may use
an artificial finger. An artificial finger can be produced from a printed fingerprint made
by a copy machine or a DTP technique in the same way as forged documents. If an
attacker can make then a mold of the enrolled finger by directly modeling it, he can
finally also make an artificial finger from a suitable material. He may also make a mold
of the enrolled finger by making a 3D model based on its residual fingerprint. However,
if an attacker can make an artificial finger which can deceive a fingerprint system, one
of the countermeasures against such attack is obviously based on the detection of
liveness.

e Others. In some fingerprint systems, an error in authentication may be caused by
making noise or flashing a light against the fingerprint scanner, or by heating up,
cooling down, humidifying, impacting on, or vibrating the scanner outside its
environmental tolerances. Some attackers may use such error to deceive the system.
This method is well known as a “fault based attack” (e.g. denial of service), and may be
carried out by using one of the above mentioned techniques. Furthermore, a fingerprint
image may be made protruding as an embossment on the scanner surface, if we spray
some special material on such surface.

Many similar attacks are documented in the literature, including all the above mentioned

types. In this chapter, however, we will focus only on finger(print) fakes. One example of

the attack on fingerprint technology has been presented in (LN, 2008). Hackers in the club-
magazine “Die Datenschleuder” (4,000 copies in one edition) have printed a fingerprint of
the thumb from the right hand of the German minister of the interior - Dr. Wolfgang

Schéduble, and invited readers to make a fake finger(print) of the minister and to try to

pretend that their identity is those of the minister. This could be considered as a bad joke, as

a fingerprint also serves as a conclusive proof of a person’s identity. A hacker has acquired

this fingerprint from a glass after some podium discussion. Nevertheless, biometric travel

documents (issued in Germany starting from 2007, issued in the Czech Republic from 2009),

enforced not only by Dr. Schduble, should be protected just against this situation. The

implementation of fingerprints into the travel documents was prescribed by a direction of

the European Union in 2004.
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It is clear from (Matsumoto et al., 2005) that the production of a fake finger(print) is very
simple (Drahansky, 2010). Our own experiments have shown that to acquire some images
(e.g. from glass, CD, film or even paper) is not very difficult and, in addition, such image
could be enhanced and post-processed, what leads to a high-quality fingerprint. The
following production process of a fake finger(print) is simple and can be accomplished in
several hours. After that, it is possible to claim the identity as an impostor user and common
(nearly all) fingerprint recognition systems confirm this false identity supported by such
fake finger.

Therefore, the application of liveness detection methods is a very important task, and
should be implemented (not only) in all systems with higher security requirements, such as
border passport control systems, bank systems etc. The biometric systems without the
liveness detection could be fooled very easily and the consequences might be fatal.

The security of a biometric system should never be based on the fact that biometric
measurements are secret, because biometric data can be easily disclosed. Unlike typical
cryptographic measures where a standard challenge-response protocol can be used, the
security of a biometric system relies on the difficulty of replicating biometric samples (Kluz,
2005). This quality known as the liveness ensures that the measured characteristics come
from a live human being and are captured at the time of verification. We should realize that
any testing of liveness is worthless unless the capture device and communication links are
secure. Due to the fact that a biometric system uses physiological or behavioral biometric
information, it is impossible to prove formally that a capture device provides only genuine
measurements. Consequently, it cannot be proven that a biometric system as a whole is fool-
proof (Kluz, 2005). Each solution of this problem has its own advantages and disadvantages;
it is more suitable for a certain particular type of the biometric system and environment than
for other. Some solutions are software-based; other require a hardware support. Methods
which combine both approaches can also be used.

2. Liveness detection

Securing automated and unsupervised fingerprint recognition systems used for the access
control is one of the most critical and most challenging tasks in real world scenarios. Basic
threats for a fingerprint recognition system are repudiation, coercion, contamination and
circumvention (Drahansky et al., 2006; Drahansky, 2007). A variety of methods can be used
to get an unauthorized access to a system based on the automated fingerprint recognition. If
we neglect attacks on the algorithm, data transport and hardware (all these attacks demand
good IT knowledge), one of the simplest possibilities is to produce an artificial fingerprint
using soft silicon, gummy and plastic material or similar substances (Matsumoto et al., 2005;
Tan et al.,, 2008). A fingerprint of a person enrolled in a database is easy to acquire, even
without the user’s cooperation. Latent fingerprints on daily-use products or on sensors of
the access control system itself may be used as templates.

To discourage potential attackers from presenting a fake finger (i.e. an imitation of the
fingertip and the papillary lines) or, even worse, to hurt a person to gain access, the system
must be augmented by a liveness detection component (Drahansky et al., 2006; Drahansky,
2007). To prevent false acceptance we have to recognize if the finger on the plate of the
fingerprint sensor (also referred to as fingerprint scanner) is alive or not.
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2.1 Perspiration

A non-invasive biomedical measurement for determination of the liveness for use in
fingerprint scanners was developed by the Biomedical Signal Analysis Laboratory at
Clarkson University/West Virginia University (Schuckers et al., 2003). This software-based
method processes the information already acquired by a capture device and the principle of
this technique is the detection of perspiration as an indication of liveness (see Fig. 2).

It is worth noting that the outmost layer of the human skin houses around 600 sweat glands
per square inch (Schuckers et al., 2003). These sweat glands diffuse the sweat (a dilute
sodium chloride solution) on to the surface of the skin through pores. The position of skin
pores does not change over time and their pore-to-pore distance is approximately 0.5 mm
over fingertips.
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Fig. 2. Example of live fingerprint images acquired some time apart (Schuckers et al., 2003).

The perspiration method is based on a high difference in the dielectric constant and
electrical conductivity between the drier lipids that constitute the outer layer of the skin and
the moister sweaty areas near the perspiring pores. The dielectric constant of sweat is
around 30 times higher than the lipid, so the electrical model of the skin thanks to
perspiration can be created.

The sweat creation and ascent from sweat pores during the scanning with 4x zoom factor
could be seen in Fig. 3.
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Fig. 3. Ascent of sweat from sweat pores on a fingertip (4x zoomed).

2.2 Spectroscopic characteristics

The technology discussed in this section was developed by the Lumidigm company (Rowe,
2005; Kluz, 2005) from Albuquerque and is based on the optical properties of human skin.
This hardware method may be regarded not only as a liveness detection mechanism but also
as an individual biometric system with an inherent liveness capability.

Living human skin has certain unique optical characteristics due to its chemical
composition, which predominately affects optical absorbance properties, as well as its
multilayered structure, which has a significant effect on the resulting scattering properties
(Rowe, 2005; Rowe, 2008). By collecting images generated from different illumination



184 Advanced Biometric Technologies

wavelengths passed into the skin, different subsurface skin features may be measured and
used to ensure that the material is living human skin. When such a multispectral sensor is
combined with a conventional fingerprint reader, the resulting sensing system can provide a
high level of certainty that the fingerprint originates from a living finger.
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Fig. 4. Spectrographic properties of different components of living tissue (suitable for
detection of spoofing attacks on iris recognition) (Toth, 2005).

The principle of this technique lies in passing light of different wavelengths through a
sample and measuring the light returned, which is affected by the structural and chemical
properties of the sample. Different wavelengths have to be used to measure the sample
satisfactorily, because diverse wavelengths penetrate to different depths into the sample and
are differently absorbed and scattered (Kluz, 2005). For example, when we put a flashlight
against the tip of a finger only the red wavelengths can be seen on the opposite side of the
finger. This is because shorter (mostly blue) wavelengths are absorbed and scattered quickly
in the tissue, unlike longer (red and very near infrared) ones, which penetrate deep into the
tissue. The measurements can be transformed into a graph (Fig. 4) that shows the change in
all measured wavelengths after interacting with a sample and is known as a spectrum. Next,
the proper analysis of tissue spectra, based on multivariate mathematical methods has to be
done to provide correct results.

Figure 5 shows the layout of an optical fingerprint sensor that combines a conventional
frustrated total internal reflection (FTIR) fingerprint reader with a multispectral imager.
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Fig. 5. FTIR and multispectral imager (Rowe, 2008).
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The key components of a multispectral imager (Rowe, 2008; Rowe, 2005) suitable for imaging
fingers are shown in Fig. 5. The light sources are LEDs of various wavelengths spanning the
visible and short-wave infrared region. Crossed linear polarizers may be included in the
system to reduce the contribution of light that undergoes a simple specular reflection to the
image, such as light that is reflected from the surface of the skin. The crossed polarizers ensure
that the majority of light seen by the imaging array has passed through a portion of skin and
undergone a sufficient number of scattering events to have randomized the polarization. The
imaging array is a common silicon CMOS or CCD detector.

Prosthetic
Finger

Fig. 6. Multispectral image data can clearly discriminate between a living finger and an
ultra-realistic spoof. The graphs on the left side show how similar the spectral content of
each image is to that expected for a genuine finger (Rowe, 2005; Toth, 2005).

A highly realistic artificial finger made by Alatheia Prosthetics (Rowe, 2005) was one of a
number of different spoof samples used to test a multispectral imager’s ability to
discriminate between real fingers and spoofs. Figure 6 shows the results of a multivariate
spectral discrimination performed to compare the consistency of the spectral content of a
multispectral image of a real finger with both a second image of a real finger and a
prosthetic replica of the same finger. The imager’s ability to distinguish between the two
sample types is clear.

Another approach of the liveness detection using the wavelet analysis in images is
presented in (Schuckers et al., 2004).

2.3 Ultrasonic technology

In this paragraph, a biometric system using an ultrasonic technology with inherent liveness
testing capability will be described. This technique is being developed by the company
Optel from Poland and is based on the phenomenon called contact scattering. Another
ultrasonic biometric device is offered by the company Ultra-Scan from the USA, which is the
second and last vendor of this technology principle in the market at the moment.

Standard ultrasonic methods (Kluz, 2005) use a transmitter, which emits acoustic signals
toward the fingerprint, and a receiver, which detects the echo signals affected by the
interaction with the fingerprint (Fig. 7). A receiver utilizes the fact that the skin (ridges) and
the air (valleys) have difference in acoustic impedance; therefore the echo signals are
reflected and diffracted differently in the contact area. This approach with inherent liveness
testing capability among its foremost principles uses the fact that sound waves are not only
reflected and diffracted, but are also subject to some additional scattering and
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Fig. 7. Schematic of ultrasonic pulse/echo principle (UltraScan, 2004).

transformation. This phenomenon is called contact scattering (Kluz, 2005) and it was

discovered that this scattering is, to a significant extent, affected by the subsurface structure

of the acquired object. Hence, the class corresponding to the live tissue could be modeled
and whenever the received acoustic waves are inconsistent with this class, they are rejected.

The main problem here is not to obtain clear signals, but to analyze and to make a

reconstruction of internal structures from signals which are very difficult to interpret.

The ultrasonic device reached the following conclusions (Kluz, 2005; Bicz, 2008):

e As the inner structure of the live skin compared with spoof samples differs, the
character and the amplitude of acoustic signals also differ significantly. Hence, it is
possible to distinguish between live and artificial fingers.

e  There is no need to deal with the problem known as latent print reactivation because
the signal level from the latent print is at least 30 dB lower than the signal given by the
real finger. Even when the soot or metal powder is used in order to enhance the quality
of signal, the previous is true.

e This method is much less sensitive to dirt, grease and water compared with other
methods. In addition, fingers with damaged surface give a relatively clear image,
because their inner structure seems to be visible.

Since this approach scans the inner structure of the object, it has the ability to check for pulse

by measuring volumetric changes in the blood vessels (Bicz, 2008).

2.4 Physical characteristics: temperature

This simple method measures the temperature of the epidermis during a fingerprint
acquisition. The temperature of the human epidermis of the finger moves in the range of
approximately 25-37°C (see Fig. 8). However, this range usually has to be wider to make the
system usable under different conditions. In addition, there are many people who have
problems with blood circulation, a fact which leads to deviations in the body’s temperature
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and hence to wrong liveness module decision. The only way how to improve such a
situation is to make the working range broader again or simply warm the user’s finger. The
former will increase the likelihood that the system will be deceived while the latter can also
be applied to fake samples. In the case where an attacker uses a wafer-thin artificial
fingerprint glued on to his finger, this will result in a decrease by a maximum of 2°C
(Drahansky, 2008) compared with an ordinary finger. Since the difference in temperature is
small, the wafer-thin sample will comfortably fall within the normal working margin. In
consequence, this method is not a serious security measure at all.
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Fig. 8. Thermo-scans of the fingertips acquired using a thermo-camera FLIR.

2.5 Physical characteristics: hot and cold stimulus

This technique is based on the fact that the human finger reacts differently to thermal
stimuli compared with other artificial, non-living material.

The designed liveness testing module (Kluz, 2005; U.S. Patent 6,314,195) is working as
follows. A stimulus-giving section gives a stimulus (it may cover a cool and a hot stimulus)
to the finger by a contact plate with which the finger makes contact. Next, typical
information could be measured by an organism information-measuring section, which is
produced by the live finger in response to the stimulus. Concretely, the amount of the
fluctuation for the flow rate of the blood flowing in the peripheral vascular tracts varies
according to the stimuli. Hence, as peripheral vascular tracts of the tip of the finger are
extended or contracted, the amplitude value of the blood flow is measured and processed by
an organism information-measuring section. Under hot stimulus the amplitude of the blood
flow increases, while it decreases under cool stimulus. Moreover, according to the
autonomic nervous system, the amplitude is delayed a little with respect to the application
of the stimulus. Since these facts are typically observed when the live fingers are measured,
they could be employed to distinguish live among artificial and dead samples. After the
processing phase, such information is transferred to a determining section, where together
with the other information related to stimulus (i.e. the time intervals, the strength of stimuli
etc.) is evaluated. Finally, a determining section analyses how the amplitude of the blood
flow fluctuates in response to the stimulus to make the right decision.

Since the human peripheral nervous system is very sensitive, it is able to react to weak cool
and hot stimuli without being noticed by the person whose fingerprint is checked. This fact
should also reduce success spoofing ratio. More information about the method discussed
here can be found in (U.S. Patent 6,314,195).

2.6 Physical characteristics: pressure stimulus
The principle of this method lies in some changes in characteristics of the live skin, which
are realized due to pressure applied to the finger (Kluz, 2005; U.S. Patent 5,088,817). Since
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the structure and the characteristics of artificial and dead samples are different, when
compared with a live finger, this phenomenon could not be seen if such samples were used.
The color of the live skin of the finger not under pressure is usually reddish but becomes
whitish when pressure is applied to the skin of the finger. It has been shown that the
spectral reflectance of the light in the red spectral range (i.e. the light wavelength of
approximately 640-770 nm) (U.S. Patent 5,088,817) does not show a substantial difference
between the pressed state and the non pressed state. On the other hand, the spectral
reflectance of the light in the blue and green spectral range (i.e. the light wavelength of
approximately 400-600 nm) (U.S. Patent 5,088,817) in the not pressed state is much smaller
than in the pressed state. Hence, for the purposes of the device discussed in this section it is
suitable to measure the spectral reflectance in the blue and green spectral range (see Fig. 9).
A liveness testing module is proposed in (U.S. Patent 5,088,817) and consists of a transparent
plate, a light source, a light detection unit and a determining section. Since the light source
and the light detection unit are placed under the plate, this plate has to be transparent to
enable light to be sent towards the finger and receiving the reflected light. The light source
projects a light beam towards the surface of the placed finger. Next, depending on the
pressure or non-pressure state, the reflected light is measured by the light detection unit.

Fig. 9. Images of the fingertips pressed tightly (left subpart) and slightly (right subpart) to
the sensor (Drahansky et al., 2008).

Based on such measurements the determining section returns the right decision, i.e. as the
finger changes its state from non-pressure to pressure, the color of the skin changes from
reddish to whitish, what leads to a change in the spectral reflectance. As a result, the light
detection unit can detect that the spectral wavelength of the spectral ranges is increased.
Another method using pressure based characteristics is discussed in (U.S. Patent 6,292,576),
but unlike the method described in the previous paragraph, this technique employs the
change in fingerprint ridges width. When the fingerprint changes its state from non-
pressure to pressure, the fingerprint ridges change, i.e. as the pressure becomes stronger, the
fingerprint ridges flatten out, and therefore their change of width could be measured. Only
objects which demonstrate the typical change in fingerprint ridge width due to pressure
could be determined as live ones.

A new approach to the fake finger detection based on skin elasticity analysis has been
introduced in (Jia et al., 2007). When a user puts a finger on the scanner surface, the scanner
captures a sequence of fingerprint images at a certain frame rate. The acquired image
sequence is used for the fake finger detection. One or more of them (see Fig. 10) can be used
for fingerprint authentication.
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Fig. 10. A sequence of fingerprint images describing the deformation of a real finger (Jia,
2007).

2.7 Physical characteristics: electrical properties

Some methods of liveness testing are based on the fact that the live human skin has different
electrical properties compared with other materials (Kluz, 2005). The suitable fingerprint
recognition system could be extended by an electrode system and an electrical evaluation
unit. These sections are the main parts of the liveness testing module where the electrical
evaluation unit can evaluate the change in the state in the electrode system. The sensing of
the electrical change should take place simultaneously with the recognition of the
fingerprint. Therefore, these parts of biometric systems should be designed in such a way
that two simultaneous measurements cannot disturb each other. Furthermore, such a system
may be able to measure more than one of the fingerprint liveness characteristics related to
electrical properties (e.g. conductivity, dielectric constant).

The conductivity (Kluz, 2005) of the human skin is based on humidity, which is dependent
on people’s biological characteristics and environmental conditions: some people have dry
fingers and others have sweaty ones; also during different seasons, climatic and
environmental conditions, humidity differs significantly. As a result, the span of permissible
resistance levels has to be big enough to make the system usable. In such a situation it is
quite easy for an intruder to fool the system. Moreover, the intruder can use a salt solution
of a suitable concentration or put some saliva on the fake finger to imitate the electric
properties of the real finger.

The relative dielectric constant (RDC) (Kluz, 2005) of a specific material reflects the extent to
which it concentrates the electrostatic lines of flux. Many advocates claim that the RDC has
the ability to distinguish between real and artificial samples. However the RDC is highly
dependent on the humidity of the sample, so the same situation as in the case of
conductivity arises. To fool this method an attacker can simply use an artificial sample and
dip it into a compound of 90% alcohol and 10% water. In (Pute et al., 2000) we can read that
the RDC values of alcohol and water are 24 and 80, respectively, while the RDC of the
normal finger is somewhere between these two values. Since the alcohol will evaporate
faster than the water, the compound will slowly turn into the water. During evaporation,
the RDC of spoof samples will soon be within the acceptance range of the sensor.

We have run a small test series with 10 people, each finger, horizontal and vertical
measurement strips, and 5 measurements per finger - conductivity (resistance)
measurements. The range of values we found was from 20 kQ to 3 MQ (Drahansky, 2008). A
paper copy or an artificial finger made of non skin-like material have higher electrical
resistance, but for example, soft silicon (moisturized) shows resistance values close to the
range found in our experiments.
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2.8 Physical characteristics: bio-impedance

Bio-impedance (Martinsen et al., 1999; Grimmes et al., 2006; BIA, 2007) describes the passive
electrical properties of biological materials and serves as an indirect transducing mechanism
for physiological events, often in cases where no specific transducer for that event exists. It is
an elegantly simple technique that requires only the application of two or more electrodes.
The impedance between the electrodes may reflect “seasonal variations in blood flow,
cardiac activity, respired volume, bladder, blood and kidney volumes, uterine contractions,
nervous activity, the galvanic skin reflex, the volume of blood cells, clotting, blood pressure
and salivation.”

Impedance Z (Grimmes et al., 2006) is a general term related to the ability to oppose AC
(Alternating Current) flow, expressed as the ratio between an AC sinusoidal voltage and an
AC sinusoidal current in an electric circuit. Impedance is a complex quantity because a
biomaterial, in addition to opposing current flow, phase-shifts the voltage with respect to
the current in the time-domain.

The conductivity of the body is ionic (electrolytic) (Grimmes et al., 2006), because of the
presence of e.g. Na* and CI- in the body liquids. The ionic current flow is quite different
from the electronic conduction found in metals: the ionic current is accompanied by a
substance flow. This transport of substance leads to concentrational changes in the liquid:
locally near the electrodes (electrode polarization), and in a closed-tissue volume during
prolonged DC (Direct Current) current flow.

The body tissue is composed of cells with poorly conducting, thin-cell membranes.
Therefore, the tissue has capacitive properties (Grimmes et al., 2006): the higher the
frequency, the lower the impedance. The bio-impedance is frequency-dependent, and
impedance spectroscopy, hence, gives important information about tissue and membrane
structures as well as intra- and extracellular liquid distributions.

CC1

CC cc2

Fig. 11. Three skin surface electrode systems on an underarm (Grimmes et al., 2006).
Functions: M - measuring and current carrying, CC - current carrying, PU - signal pick-up.

Fig. 11 shows three most common electrode systems. With two electrodes, the current
carrying electrodes and signal pick-up electrodes are the same. If the electrodes are equal, it
is called a bipolar lead, in contrast to a monopolar lead. With 3-(tripolar) or 4-(tetrapolar)
electrode systems, separate current carrying and signal pick-up electrodes are used. The
impedance is then transfer impedance (Grimmes et al., 2006): the signal is not picked up
from the sites of current application.

Fig. 12 shows a typical transfer impedance spectrum obtained with the 4-electrode system
from Fig. 11. It shows two dispersions (Grimmes et al., 2006). The transfer impedance is
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related to, but not solely determined by, the arm segment between the PU electrodes. The
spectrum is determined by the sensitivity field of the 4-electrode system as a whole. The
larger the spacing between the electrodes, the more the results are determined by deeper
tissue volumes. Even if all the electrodes are skin surface electrodes, the spectrum is, in
principle, not influenced by skin impedance or electrode polarization impedance.
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Fig. 12. Typical impedance spectrum obtained with four equal electrodes attached to the
skin of the underarm (Grimmes et al., 2006).

2.9 Physical characteristics: pulse

Scanners based on this technique try to detect whether the scanned object exhibits
characteristics of the pulse and blood flow consistent with a live human being (Kluz, 2005).
It is not very difficult to determine whether the object indicates some kind of pulse and
blood flow, but it is very difficult to decide if the acquired characteristics are coincident with
a live sample. As a result, it is difficult to create an acceptance range of the sensor, which
would lead to small error rates. The main problem is that the pulse of a human user varies
from person to person - it depends on the emotional state of the person and also on the
physical activities performed before the scanning procedure. In addition, the pulse and
blood flow of the attacker’s finger may be detected and accepted when a wafer-thin artificial
sample is used.

One of the sensors usually detects variation in the levels of the reflected light energy from
the scanned object as evidence of the pulse and blood flow (Kluz, 2005). First, the light
source illuminates the object and then a photo-detector measures the light energy reflected
from the object. Finally, there is the processing instrument (which also controls the light
source) which processes the output from the photo-detector. Since there are some ways how
to simulate pulse and blood flow characteristics (e.g. by flashing the light or by motion of
the scanned object), scanners should have a deception detection unit (Kluz, 2005).

Our skin is semi-permeable for light, so that movements below the skin (e.g. blood flow) can
be visualized. One example of an optical skin property is the skin reflection (Drahansky et
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Fig. 13. Light absorption, dispersion and reflection by a fingerprint (Drahansky et al., 2006).

al., 2006; Drahansky et al., 2007). The light illuminating the finger surface is partly reflected
and partly absorbed (Fig. 13). The light detector acquires the reflected light which has been
changed in phase due to dispersion and reflection and thus has a slightly different
wavelength compared to the original light source. One can try to link the change in
wavelength to the specific characteristics of the skin with respect to light dispersion and
reflection to detect whether the light has been scattered and reflected only from the
fingerprint skin, or if there is some intermediate layer between the finger skin and the light
source or detector.

Another example for optical skin feature is the saturation of hemoglobin (Drahansky et al.,
2006; Drahansky et al., 2007), which binds oxygen molecules. When blood comes from the
heart, oxygen molecules are bound to the hemoglobin, and vice versa, when blood is
flowing back to the heart, it is less saturated by oxygen. The color of oxygenated blood is
different from that of non-oxygenated blood. If we use a light source to illuminate the finger
skin, we can follow the blood flow based on the detection of oxygenated and non-
oxygenated blood, respectively (Drahansky et al., 2006; Drahansky et al., 2007). The blood
flow exhibits a typical pattern for a live finger, i.e. the analysis of blood flow is well suited
for finger liveness detection.

In both above mentioned examples, it is shown that the human skin has special
characteristics which can be used for the liveness testing. It can be argued that it is possible
to confuse such system, e.g. by using a substance with similar optical characteristics as a
human skin, or, in the second example to simulate the blood flow. Even though the
argument is correct, obviously the effort to be exerted for these attacks is much higher than
for the other physical characteristics presented so far.

Another solution is proposed in (Drahansky et al., 2006; Drahansky et al., 2007) based on the
analysis of movements of papillary lines of the fingertips and measurements of the distance
of the fingertip surface to a laser sensor, respectively. The system is compact enough to be
integrated with optical fingerprint sensors.

One advantage of this implementation is that the finger is not required to be in contact with
a specific measuring device, and so it can be integrated with standard fingerprint sensors.
Moreover, the implementation could be acceptably low. This is of particular importance, as
in most cases the liveness detection will be an add-on that augments already existing robust
and field-tested fingerprint scanners.

The method presented in (Drahansky et al, 2006, Drahansky et al., 2007) requires the
analysis of at least one heart activity cycle, thus both the camera and the laser measurement
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method sketched in this section would add an extra time of at least one or two seconds to
the overall authorization process interval.

In (Drahansky et al., 2006; Drahansky et al., 2007), two approaches for measuring of fine
movements of papillary lines, based on optical principles, are suggested (Fig. 14). The first
solution is based on a close-up view of the fingertip acquired with a CCD camera; the
second one is distance measurement with a laser sensor. It should be noted that adding the
proposed liveness detection solution (either camera or laser based) to a fingerprint
recognition system, as proposed in Fig. 15 and Fig. 16, may significantly influence the
hardware requirements imposed on the complete system.

Laser distance
measurement
module

High resolution
Common optical camera with
fingerprint scanner macro-objective

Fig. 14. Integrated liveness detection - scanner + optical and laser solution (Lodrova et al.,
2008).
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Fig. 15. Possible integration of a camera-based measurement system for liveness detection
with optical fingerprint sensor (CCD/CMOS camera) (Drahansky et al., 2006).
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2.9.1 Camera solution

The camera solution scheme is outlined in Fig. 15. The main idea is that a small aperture
(approximately 6 mm) is created in the middle of a glass plate with an alternately
functioning mirror below the plate.

First, during the fingerprint acquirement phase, the whole fingerprint is stored and the
system operates as a classical fingerprint acquisition scanner (mirror permeable) by
projecting the fingerprint on the CCD/CMOS camera. Next, in the liveness detection phase,
the mirror is made impermeable for light and a part of the fingertip placed on the aperture
is mirrored to the right and projected on the CCD/CMOS camera by a macro lens. The latter
part of the system is used to acquire a video sequence for the liveness detection analysis.

2.9.2 Laser solution

The second optical method for the liveness testing is based on laser distance measurements
(Drahansky et al., 2006; Drahansky et al., 2007). Fig. 16 outlines the laser distance measurement
module, which could be integrated with a standard optical fingerprint sensor. The optical lens
system and CCD camera for acquisition of the fingerprint are the same as in Fig. 15. However,
unlike the solution shown in Fig. 15, the laser distance measurement module is placed to the
right side of the glass plate, which is L-shaped here. The user places his finger in such a way
that it is in contact with the horizontal and the vertical side of the glass plate.

Glass

AN\

Finger
(front view)

AN\

Glass

|

Fig. 16. Possible integration of laser distance measurement for liveness detection with
optical fingerprint sensor (CCD/CMOS camera; aperture approx. 6 mm) (Drahansky et al.,
2006).

The underlying physical measurement principle is the same as in the video camera solution.
We assume volume changes (expansion and contraction) due to the heart activity, which
causes fine movements of the skin. The laser sensor is able, based on the triangulation
principle, to measure very small changes in distance down to several pm.

The comparison of the computed curve and a normalized standard curve (the template) will
reveal whether the measurement corresponds to a standard live fingerprint or indicates a
fake finger or another attempt of fraud. For example, the comparison between both curves
can be realized by the normalization followed by the cross correlation.
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There are other liveness detection methods based on optical principles - see (U.S. Patent
6,292,576) and (U.S. Patent 5,088,817). They coincide in principles (both are optical) but
differ in monitored physical characteristics.

2.10 Physical characteristics: blood oxygenation

Sensors which measure blood oxygenation (Kluz, 2005) are mainly used in medicine and
have also been proposed for use in liveness testing modules. The technology involves two
physical principles. First, the absorption of light having two different wavelengths by
hemoglobin differs depending on the degree of hemoglobin oxygenation. The sensor for the
measurement of this physical characteristic contains two LEDs: one emits visible red light
(660 nm) and the other infrared light (940 nm). When passing through the tissue, the emitted
light is partially absorbed by blood depending on the concentration of oxygen bound on
hemoglobin. Secondly, as the volume of arterial blood changes with each pulse, the light
signal obtained by a photo-detector has a pulsatile component which can be exploited for
the measurement of pulse rate.

The sensors mentioned above are able to distinguish between artificial (dead) and living
samples but, on the other hand, many problems remain. The measured characteristics vary
from person to person and the measurement is strongly influenced by dyes and pigments
(e.g. nail varnish).

2.11 Other methods

There are some other methods based on the medical science characteristics which have been
suggested for liveness testing purposes (Kluz, 2005). Nonetheless, they are mostly
inconvenient and bulky. One example can be the measurement of blood pressure
(Drahansky et al., 2006) but this technology requires to perform measurement at two
different places on the body, e.g. on both hands.

We distinguish between the systolic and diastolic blood pressure (www.healthandage.com;
Drahansky et al., 2006); these two levels characterize upper and lower blood pressure
values, respectively, which depend on heart activity. For a healthy person the diastolic
blood pressure should not be lower than 80 mm Hg (lower values mean hypotension) and
the value of the systolic blood pressure should not be below 120 mm Hg (again, lower
values mean hypotension). People with hypertension have higher blood pressure values,
with critical thresholds 140 mm Hg for the diastolic blood pressure and 300 mm Hg for the
systolic blood pressure. In fact, diastolic and systolic blood pressure values are bound up
with the ranges from 80 mm Hg to 140 mm Hg and from 120 mm Hg to 300 mm Hg,
respectively (www.healthandage.com). On one hand, blood pressure values outside these
normal ranges can indicate a fake fingerprint (Drahansky et al., 2006). On the other hand we
can think of configurations, where the blood pressure measurement of a fake fingerprint
glued to the finger which significantly lowers the measured blood pressure value, can still
give us a measurement value within the accepted range. An attacker with hypertension
would be accepted as a registered person in such configuration (Drahansky et al., 2006).

3. Conclusion

The topic of this chapter is oriented towards the liveness detection in fingerprint recognition
systems. At the beginning, certain basic threats, which can be used in an attack on the
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biometric system, are described in general. One of them is the use of fake finger(print)s. Of
course, the security of the biometric system is discussed here too, however, this is rather out
of scope of this thesis. This is followed by a detailed introduction to the liveness detection
and to all known methods and related principles; these include perspiration, spectroscopic
characteristics, ultrasonic principle and many physical characteristics.
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1. Introduction

Recognition of persons by means of biometric characteristics is an emerging phenomenon in
modern society. It has received more and more attention during the last period due to the
need for security in a wide range of applications. Among the many biometric features, the
fingerprint is considered one of the most practical ones. Fingerprint recognition requires a
minimal effort from the user, does not capture other information than strictly necessary for
the recognition process, and provides relatively good performance. Another reason for the
popularity of fingerprints is the relatively low price of fingerprint sensors, which enables
easy integration into PC keyboards, smart cards and wireless hardware (Maltoni et al.,
2009).

Fig. 1 presents a general framework for a general fingerprint identification system (FIS) (Ji &
Yi, 2008). Fingerprint matching is the last step in Automatic Fingerprint Identification
System (AFIS). Fingerprint matching techniques can be classified into three types:

e  Correlation-based matching,

e  Minutiae-based matching, and

¢ Non-Minutiae feature-based matching.

Minutiae-based matching is the most popular and widely used technique, being the basis of
the fingerprint comparison.

2. Previous work and motivation

In (Bazen & Gerez, 2003), a novel minutiae matching method is presented that describes
elastic distortions in fingerprints by means of a thin-plate spline model, which is estimated
using a local and a global matching stage. After registration of the fingerprints according to
the estimated model, the number of matching minutiae can be counted using very tight
matching thresholds. For deformed fingerprints, the algorithm gives considerably higher
matching scores compared to rigid matching algorithms, while only taking 100 ms on a 1
GHz P-III machine. Furthermore, it is shown that the observed deformations are different
from those described by theoretical models proposed in the literature.

In (Liang & Asano, 2006), minutia polygons are used to match distorted fingerprints. A
minutia polygon describes not only the minutia type and orientation but also the minutia
shape. This allows the minutia polygon to be bigger than the conventional tolerance box
without losing matching accuracy. In other words, a minutia polygon has a higher ability to
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Fig. 1. General block diagram for a Fingerprint Identification System.

tolerate distortion. Furthermore, the proposed matching method employs an improved
distortion model using a Multi-quadric basis function with parameters. Adjustable
parameters make this model more suitable for fingerprint distortion. Experimental results
show that the proposed method is two times faster and more accurate (especially, on
fingerprints with heavy distortion) than the method in (Bazen & Gerez, 2003).

In (Jiang & Yau, 2000), a new fingerprint minutia matching technique is proposed, which
matches the fingerprint minutiae by using both the local and global structures of minutiae. The
local structure of a minutia describes a rotation and translation invariant feature of the minutia
in its neighborhood. It is used to find the correspondence of two minutiae sets and increase the
reliability of the global matching. The global structure of minutiae reliably determines the
uniqueness of fingerprint. Therefore, the local and global structures of minutiae together
provide a solid basis for reliable and robust minutiae matching. The proposed minutiae
matching scheme is suitable for an on-line processing due to its high processing speed. Their
experimental results show the performance of the proposed technique.

In (Jain et al, 2001), a hybrid matching algorithm that uses both minutiae (point)
information and texture (region) information is presented for matching the fingerprints.
Their results obtained show that a combination of the texture-based and minutiae-based
matching scores leads to a substantial improvement in the overall matching performance.
This work was motivated by the small contact area that sensors provide for the fingertip
and, therefore, only a limited portion of the fingerprint is sensed. Thus multiple impressions
of the same fingerprint may have only a small region of overlap. Minutiae-based matching
algorithms, which consider ridge activity only in the vicinity of minutiae points, are not
likely to perform well on these images due to the insufficient number of corresponding
points in the input and template images.

In (Eckert et al., 2005), a new and efficient method for minutiae-based fingerprint matching
is proposed, which is invariant to translation, rotation and distortion effects of fingerprint
patterns. The algorithm is separated from a prior feature extraction and uses a compact
description of minutiae features in fingerprints. The matching process consists of three
major steps:
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¢  Finding pairs of possibly corresponding minutiae in both fingerprint patterns,

¢ Combining these pairs to valid tuples of four minutiae each, containing two minutiae
from each pattern.

o  The third step is the matching itself.

It is realized by a monotonous tree search that finds consistent combinations of tuples
with a maximum number of different minutiae pairs. The approach has low and
scalable memory requirements and is computationally inexpensive.

In (Yuliang et al., 2003), three ideas are introduced along the following three aspects:

e Introduction of ridge information into the minutiae matching process in a simple but
effective way, which solves the problem of reference point pair selection with low
computational cost;

e  Use of a variable sized bounding box to make their algorithm more robust to non-linear
deformation between fingerprint images;

e  Use of a simpler alignment method in their algorithm.

Their experiments using the Fingerprint Verification Competition 2000 (FVC2000)
databases with the FVC2000 performance evaluation show that these ideas are effective.

In (Zhang et al., 2008), a novel minutiae indexing method is proposed to speed up
fingerprint matching, which narrows down the searching space of minutiae to reduce the
expense of computation. An orderly sequence of features is extracted to describe each
minutia and the indexing score is defined to select minutiae candidates from the query
fingerprint for each minutia in the input fingerprint. The proposed method can be applied in
both minutiae structure-based verification and fingerprint identification. Experiments are
performed on a large-distorted fingerprint database (FVC2004 DB1) to approve the validity
of the proposed method.
In most existing minutiae-based matching methods, a reference minutia is chosen from the
template fingerprint and the query fingerprint, respectively. When matching the two sets of
minutiae, the template and the query, firstly, reference minutiae pair is aligned coordinately
and directionally, and secondly, the matching score of the remaining minutiae is evaluated.
This method guarantees satisfactory alignments of regions adjacent to the reference
minutiae. However, the alignments of regions far away from the reference minutiae are
usually not so satisfactory. In (Zhu et al., 2005), a minutia matching method based on global
alignment of multiple pairs of reference minutiae is proposed. These reference minutiae are
commonly distributed in various fingerprint regions. When matching, these pairs of
reference minutiae are to be globally aligned, and those region pairs far away from the
original reference minutiae will be aligned more satisfactorily. Their experiment shows that
this method leads to improvement in system identification performance.

In (Jain et al., 1997a), the design and implementation of an on-line fingerprint verification

system is described. This system operates in two stages: minutia extraction and minutia

matching. An improved version of the minutia extraction algorithm proposed by (Ratha et
al., 1995), which is much faster and more reliable, is implemented for extracting features
from an input fingerprint image captured with an on-line inkless scanner. For minutia
matching, an alignment-based elastic matching algorithm has been developed. This
algorithm is capable of finding the correspondences between minutiae in the input image
and the stored template without resorting to exhaustive search and has the ability of
adaptively compensating for the nonlinear deformations and inexact pose transformations
between fingerprints. The system has been tested on two sets of fingerprint images captured
with inkless scanners. The verification accuracy is found to be acceptable. Typically, a
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complete fingerprint verification procedure takes, on an average, about eight seconds on a
SPARC 20 workstation. These experimental results show that their system meets the
response time requirements of on-line verification with high accuracy.

In (Luo et al, 2000), a minutia matching algorithm which modified (Jain et al., 1997a)

algorithm is proposed The algorithm can better distinguish two images from different

fingers and is more robust to nonlinear deformation. Experiments done on a set of
fingerprint images captured with an inkless scanner shows that the algorithm is fast and of
high accuracy.

In (Jie et al., 2006), a new fingerprint minutiae matching algorithm is proposed, which is fast,

accurate and suitable for the real time fingerprint identification system. In this algorithm,

the core point is used to determine the reference point and a round bounding box is used for
matching. Experiments done on a set of fingerprint images captured with a scanner showed
that the algorithm is faster and more accurate than that in (Luo et al., 2000) algorithm.

There are two major shortcomings of the traditional approaches to fingerprint

representation (Jain et al., 2000):

1. For a considerable fraction of population, the representations based on explicit
detection of complete ridge structures in the fingerprint are difficult to extract
automatically. The widely used minutiae-based representation does not utilize a
significant component of the rich discriminatory information available in the
fingerprints. Local ridge structures cannot be completely characterized by minutiae.

2. Further, minutiae-based matching has difficulty in quickly matching two fingerprint
images containing different number of unregistered minutiae points.

The filter-based algorithm in (Jain et al., 2000) uses a bank of Gabor filters to capture both

local and global details in a fingerprint as a compact fixed length FingerCode. The

fingerprint matching is based on the Euclidean distance between the two corresponding

FingerCodes and hence is extremely fast. Verification accuracy achieved is only marginally

inferior to the best results of minutiae-based algorithms published in the open literature

(Jain et al., 1997b). Proposed system performs better than a state-of-the-art minutiae-based

system when the performance requirement of the application system does not demand a

very low false acceptance rate. Finally, it is shown that the matching performance can be

improved by combining the decisions of the matchers based on complementary (minutiae-
based and filter-based) fingerprint information.

Motivated by this analysis, a new algorithm is proposed in this chapter. This novel

algorithm is minutiae-based matching algorithm. The proposed matching algorithm is

described in section 3, the advantages are drawn in section 4, and finally, implementation,

performance evaluation of the algorithm and conclusion are explained in section 5.

3. Proposed matching algorithm

Any Fingerprint Identification System (FIS) has two phases, fingerprint enrolment and
fingerprint matching (identification or verification).

3.1 Enrolment phase

Fig. 2 shows the steps of the enrolment phase of the proposed matching algorithm, which is

divided into the following steps:

1. Get the core point location of the fingerprint to be enrolled after applying enhancement
process.
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2. Extract all minutiae from the fingerprint image.
3. From output data of step2, get the minutiae locations (x, y coordinates) together with
their type: typel for termination minutiae and type2 for bifurcation minutiae.

( Start )

v
Get the core point location of
the enhanced fingerprint

v
Extract all minutiae from the
fingerprint image

4
Determine x, y locations of
each minutia and its type:

1 for termination, 2 for bifurcation

v
Construct tracks of 10 pixels wide
around the core point

v
Count the number of each type of
minutiae found in each track

v
Record minutiae numbers in a
table of two columns

v
Store the table in the
database

A 4

( Stop )

Fig. 2. Flowchart of the enrolment phase of the proposed matching algorithm.
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L

Construct tracks of 10 pixels wide centred at the core point.

5. In each track, count the number of minutiae of typel and the number of minutiae of
type2.

6. Construct a table of two columns, column 1 for typel minutiae and column 2 for type2
minutiae, having number of rows equal to number of found tracks.

7. In the first row, record the number of minutiae of typel found in the first track in the
first column, and the number of minutiae of type2 found in the first track in the second
column.

8. Repeat step 7 for the remaining tracks of the fingerprint, and then store the table in the
database.

This enrolment phase will be repeated for all prints of the same user's fingerprint. The

number of prints depends on the application requirements at which the user registration

takes place. For FVC2000 (Maio et al., 2002), there are 8 prints for each fingerprint. So, eight
enrolments will be required for each user to be registered in the application. Finally, eight
tables will be available in the database for each user.

3.2 Verification phase

For authenticating a user, verification phase should be applied on the user's fingerprint to be

verified at the application. Fig. 3. shows the steps of the verification phase of the proposed

matching algorithm, which is divided into the following steps:

1. Capture the fingerprint of the user to be verified.

2. Apply the steps of enrolment phase, described in section 3.1, on the captured
fingerprint to obtain its minutiae table T.

3. Get all the minutiae tables corresponding to the different prints of the claimed
fingerprint from the database.

4.  Get the absolute differences, cell by cell, between minutiae table T and all minutiae tables
of the claimed fingerprint taken from the database, now we have eight difference tables.

5. Get the summations of all cells in each of columnl1 (typel) and column2 (type2) for each
difference table, now we have sixteen summations.

6. Get the geometric mean of the eight summations of typel columns (gml), and the
geometric mean of the eight summations of type2 columns (gm2).

7. Check: if gml<= threshold1 and gm2<=threshold2 then the user is genuine and accept
him; else the user is imposter and reject him.

4. Advantages of the proposed matching algorithm

The proposed minutiae-based matching algorithm has the following advantages:

1. Since all cells in each minutiae table, representing the fingerprint in database, contain
just the number of minutiae of typel or type2 in each track around the core point of the
fingerprint, neither position (x or y) nor orientation (6) of the minutiae is considered;
the algorithm is rotation and translation invariant.

2. The numbers of minutiae to be stored in the database need less storage than traditional
minutiae-based matching algorithms which store position and orientation of each
minutia. Experiments show that nearly 50% reduction in storage size is obtained.

3. Matching phase itself takes less time which, as will be shown in following sections,
reaches 0.00134 sec.
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5. Implementation of the proposed matching algorithm

Using MATLAB Version 7.9.0.529 (R2009b), both proposed enrolment and verification
phases are implemented as described in next two subsections:

( Start )

\ 4

Read fingerprint of the user

\ 4
Construct its minutiae table T

\ 4

Read all tables of different impressions
of the claimed fingerprint from the
database

v

Get the absolute differences cell by cell
between T and all tables

\ 4
Get the summation of each column in each
difference table

v
Get the geometric mean of summations of typel columns (gm1)
and that of type2 columns (gm?2)

gml<=thrl &
egm2<=thr2?

A4

( Stop )

Fig. 3. Flowchart of the proposed verification phase.
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5.1 Enrolment phase

5.1.1 Enhancement of the fingerprint image

The first step is to enhance the fingerprint image using Short Time Fourier Transform STFT

analysis (O’Gorman, 1998). The performance of a fingerprint matching algorithm depends

critically upon the quality of the input fingerprint image. While the quality of a fingerprint

image may not be objectively measured, it roughly corresponds to the clarity of the ridge

structure in the fingerprint image, and hence it is necessary to enhance the fingerprint

image. Since the fingerprint image may be thought of as a system of oriented texture with

non-stationary properties, traditional Fourier analysis is not adequate to analyze the image

completely as the STFT analysis does (Yang & Park, 2008). Fingerprint enhancement

MATLAB code is available at (http:/ /www.hackchina.com/en/cont/18456).

The algorithm for image enhancement consists of two stages as summarized below:

Step 1. STFT analysis

1. For each overlapping block in an image, generate and reconstruct a ridge orientation
image by computing gradients of pixels in a block, and a ridge frequency image
through obtaining the FFT value of the block, and an energy image by summing the
power of FFT value;

2. Smoothen the orientation image using vector average to yield a smoothed orientation
image, and generate a coherence image using the smoothed orientation image;

3. Generate a region mask by thresholding the energy image;

Step 2. Apply Enhancement

For each overlapping block in the image, the next five sub-steps are applied:

1. Generate an angular filter Fa centered on the orientation in the smoothed orientation

image with a bandwidth inversely proportional to coherence image;

Generate a radial filter Fr centered on frequency image;

Filter a block in the FFT domain, F=FxFaxFr;

Generate the enhanced block by inverse Fourier transform IFFT(F);

Reconstruct the enhanced image by composing enhanced blocks, and yield the final

enhanced image with the region mask.

The result of the enhancement process is shown in Fig. 4, where Fig. 4.a is taken from

FVC2000 DB1_B (108_5) and Fig. 4.b is the enhanced version of Fig. 4.a.

SHE N

5.1.2 Get core point of the enhanced fingerprint
Core point MATLAB code is available at (http://www.hackchina.com/en/cont/18456)
where the idea of determining the reference point is taken from (Yang & Park, 2008), which
is described as follows:
The reference point is defined as "the point of the maximum curvature on the convex ridge
(Liu et al., 2005)" which is usually located in the central area of fingerprint. The reliable
detection of the position of a reference point can be accomplished by detecting the
maximum curvature using complex filtering methods (Nilsson & Bigun, 2003).
They apply complex filters to ridge orientation field image generated from original
fingerprint image. The reliable detection of reference point with the complex filtering
methods is summarized below:
1. For each overlapping block in an image;

a. Generate a ridge orientation image with the same method in STFT analysis;
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@) (b)

Fig. 4. a) Fingerprint image 108_5 from DB1_B in FVC2000, b) Enhanced version of
fingerprint image 108_5.

b.  Apply the corresponding complex filter h = (x + iy)" g(x, y) centered at the pixel
orientation in the orientation image, where m and g (x, y) = exp{-((x2 + 12)/202))}
indicate the order of the complex filter and a Gaussian window, respectively;

c. For m =1, the filter response of each block can be obtained by a convolution, & *
O(x, ) = g(v) * (3" * OLoy)+ig@) * (4g(y) * Ox, v)))

where O(x, y) represents the pixel orientation image;
2. Reconstruct the filtered image by composing filtered blocks.
The maximum response of the complex filter in the filtered image can be considered as the
reference point. Since there is only one output, the unique output point is taken as the
reference point (core point).

5.1.3 Minutiae extraction

To extract minutiae from the enhanced fingerprint image, the minutiae extraction method
(Maltoni et al., 2003) is used. Hence we have three information for each minutia: x and y
coordinates of its location, type of minutia (typel if it is a termination, type2 if it is a
bifurcation).

The result of this minutiae extraction stage is shown in Fig. 5, where Fig. 5.a is the same as
Fig. 4.b, Fig. 5.b shows the termination minutiae in circles and the bifurcation minutiae in
diamonds together with the core point of the fingerprint with an asterisk.
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Fig.

(b)

5. a) Enhanced Fingerprint image 108_5 from DB1_B in FVC2000, b) core point

(asterisk), terminations (circles) and bifurcations (diamonds).

5.1.4 Construct the minutiae table
From the output of the minutiae extraction step, the proposed minutiae table is constructed
as following:

a.

b.

Get all minutiae locations together with their types.

Using Euclidean distances, get the distances between all the minutiae and the core point
of the fingerprint: if the core location is at (x., yc) and a minutia location is at (x, y), the
Euclidean distance between them will be:

J=x)? +(y-v.)?

Construct tracks of 10xn pixels wide (where n=1...max_distance/10) centered at the
core point until all minutiae are exhausted, the track width is chosen to be 10 as the
average distance (in pixels) between two consecutive ridges is 10 pixels, this is achieved
in the fingerprint 108_5 in Fig. 5.a. where it is of 96 dpi resolution.

In each track, count the number of existed minutiae of typel and the number of existed
minutiae of type2.

Construct a table of two columns, column 1 for typel minutiae and column 2 for type2
minutiae, having a number of rows that is equal to the number of found tracks.

In the first row, record the number of minutiae of typel found in the first track in the
first column, and record the number of minutiae of type2 found in the first track in the
second column.
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g. Repeat last step for the remaining tracks of the fingerprint until all tracks are processed,
and then store the minutiae table in the database.

The resulted minutiae table from Fig. 5.b is as shown in Table 1. The first column is for
illustration only but in MATLAB, it does not exist and it is used as the index for each row of
the minutiae table consisting of just two columns.

To validate the table's data, the total number of the minutiae of fingerprint 108_5 of both
types: termination and bifurcation, in Fig. 5.b is found to be the total summation of both
columns of minutiae table which is equal to 51 minutiae.

fingerprint 108_5 108_7
Track number # qf typel # qf type2 # O.f typel # qf type2
minutiae minutiae minutiae minutiae

1 0 0 1 0
2 1 2 1 2
3 0 0 1 0
4 0 1 0 0
5 0 1 1 2
6 0 2 1 1
7 0 3 6 1
8 2 2 5 1
9 0 2 2 1
10 1 2 4 0
11 6 1 3 1
12 3 1 2 0
13 3 0 5 1
14 4 1 1 1
15 1 2 3 1
16 0 1 2 1
17 0 0 0 2
18 1 0 2 0
19 1 0 4 1
20 0 0 4 1
21 0 0 3 2
22 1 0 1 0
23 1 4 1 1
24 0 1 - -

Table 1. The minutiae table of fingerprint 108_5 and 108_7 from DB1_B in FVC2000
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5.2 Verification phase

5.2.1 Capture the fingerprint to be verified

The user, who is claiming he is (e.g. M), will put his finger on the scanner to be captured at
the application he wants to access. Now, a fingerprint will be available to be verified to
check if he is actually M so he will be accepted or he is not so he will be rejected.

5.2.2 Construct the minutiae table of that fingerprint

The same steps of the enrolment explained in section 5.1 will be applied on the fingerprint
obtained from the previous step. Now, a minutiae table T corresponding to the fingerprint
under test will be built.

5.2.3 Get all corresponding minutiae tables from the database

In FVC2000 (Maio et al., 2002), each fingerprint has eight prints, so to verify a certain input
fingerprint, all the corresponding minutiae tables of different prints of that claimed
fingerprint stored in the database must be fetched.

Taking as an example the fingerprint 108_7 (see Fig. 6.a) taken from DB1_B in FVC2000 to be
verified, and applying the same steps of enrolment, the results are shown in Fig. 6 where
Fig. 6.b shows the enhanced version of Fig. 6.a, and Fig. 6.c shows its thinned version
together with the terminations in circles, the bifurcations in diamonds and finally the core
point in asterisk. As can be shown, because the image is of poor quality, the number of
minutiae is so different.

Now the minutiae table is ready to be constructed as shown in Table 1. Summing all the
minutiae of both types results in 73 minutiae which is different from the number before for
fingerprint 108_5 which was 51 minutiae.

Following the same steps, fingerprints 108_1, 108_2, 108_3, 108_4, 108_6, and 108_8 are taken
from DB1_B in FVC2000, and their corresponding minutiae tables are constructed in six
tables.

5.2.4 Calculate the absolute differences between minutiae table of the input
fingerprint and all minutiae tables of the claimed fingerprint

Now, the absolute differences between minutiae table corresponding to fingerprint 108_7
and all minutiae tables corresponding to fingerprints 108_1, 108_2, 108_3, 108_4, 108_5,
108_6, and 108_8 are calculated. Because the sizes (number of rows) of minutiae tables are
not equal, the minimum size must be determined to be able to perform the absolute
subtraction on the same size for different tables. The minimum number of tracks (rows)
found in DB1_B is 14.

So, only the first 14 rows of each minutiae table will be considered during the absolute
differences calculation. Table 2 shows the absolute differences between the minutiae table of
fingerprint 108_7 and the minutiae tables of fingerprints 108_1 and 108_2.

5.2.5 Get the summation of each column in each difference table

At the bottom of Table 2 in the row titled "sum", the summation of each column in each
difference table is drawn, applying the same steps for calculating the absolute differences
between the minutiae table of fingerprint 108_7 and the minutiae tables of fingerprints
108_3, 108_4, 108_5, 108_6, and 108_8, will result in seven summations for typel columns,
and other seven summations for type2 columns.
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(b) ©

Fig. 6. a) Fingerprint image 108_7 from DB1_B in FVC2000, b) Enhanced version of
fingerprint image 108_7, c) core point (asterisk), terminations (circles) and bifurcations
(diamonds).
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5.2.6 Get the geometric mean of the resulted summations for both of type1 and type2
Get the geometric mean of the summations of typel columns in all difference tables. The
geometric mean, in mathematics, is a type of mean or average, which indicates the central
tendency or typical value of a set of numbers
(http:/ /en.wikipedia.org/wiki/Geometric_mean). It is similar to the arithmetic mean,
which is what most people think of with the word "average", except that the numbers are
multiplied and then the nth root (where n is the count of numbers in the set) of the resulting
product is taken.

gml:Z/25><24><24><26><27><17><69 =27.488

Get the geometric mean of the summations of type2 columns in all difference tables.

gm2=%9x9x10x15x 11x7 x6 =9.2082

Check the values of gm1 and gm2:
If gm1 <= threshold1 and gm?2 <= threshold?2 then
the user is genuine and accept him
else
the user is imposter and reject him

abs(108_7-108_1) abs(108_7-108_2)
Track # of typel # of type2 # of typel # of type2
number minutiae minutiae minutiae minutiae
1 0 0 1 0
2 0 2 1 1
3 0 0 0 0
4 0 1 2 0
5 2 1 0 1
6 2 1 1 1
7 2 1 3 1
8 5 0 4 1
9 2 0 1 1
10 4 0 2 0
11 2 1 3 1
12 1 1 1 0
13 4 1 4 1
14 1 0 1 1
Sum 25 9 24 9

Table 2. Absolute differences between minutiae table of fingerprint 108_7 and both minutiae
tables of fingerprints 108_1, 108_2.
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5.3 Performance evaluation

To evaluate any matching algorithm performance, some important quantities have to be
measured such as (Maio et al., 2002):

¢ False NonMatch Rate (FNMR) often referred to as False Rejection Rate (FRR)

e False Match Rate (FMR) often referred to as False Acceptance Rate (FAR)

e Equal Error Rate (EER)

e ZeroFNMR

e  ZeroFMR

e Average enroll time

e  Average match time

Because the presence of the fingerprint cores and deltas is not guaranteed in FVC2000 since
no attention was paid on checking the correct finger position on the sensor (Maio et al.,
2002), and the core point detection is the first step in the proposed matching algorithm,
another group of fingerprints has been captured experimentally; this group contains the
right forefinger of 20 different persons, each is captured three times, having 60 different
fingerprint images. They are numbered as follows: 101_1, 101_2, 101_3, 102_1, ...., 120_1,
120_2, 120_3. All these fingerprints have a core point. This group will be tested first and
then the four databases DB1, DB2, DB3, and DB4 (from FVC2000) will be tested afterwards.
All steps used to evaluate the performance of the proposed algorithm are implemented.

5.3.1 Calculate False NonMatch Rate (FNMR) or False Rejection Rate (FRR)

Each fingerprint template (minutiae table) Tj; i=1...20, j=1...3, is matched against the
fingerprint images (minutiae tables) of F;, and the corresponding Genuine Matching Scores
(GMS) are stored. The number of matches (denoted as NGRA - Number of Genuine
Recognition Attempts (Maio et al., 2002)) is 20 x 3 = 60.

Now FRR(t) curve will be easily computed from GMS distribution for different threshold
values. Given a threshold t, FRR(f) denotes the percentage of GMS > t. Here, because the
input fingerprint is verified whether it gives less difference values between corresponding
minutiae tables, lower scores are associated with more closely matching images. This is
the opposite of most fingerprint matching algorithms in fingerprint verification, where
higher scores are associated with more closely matching images. So, the FRR(t) (or
FNMR(t)) curve will start from the left not from the right as usual. Also, it is worth to be
noted that the curve of FRR(t) will be a 2D surface (FRR(t;, t2)) because there are two
thresholds as mentioned in previous section.

For example, consider the fingerprint 101_1, or any slightly different version of it, is to be
matched with its other prints 101_2, 101_3, this is considered as a genuine recognition
attempt because they are all from the same fingerprint. Fig. 7 shows the fingerprint 101_1
together with its enhanced thinned version where core point is shown in a solid circle,
terminations are shown with circles, and bifurcations are shown with diamonds.

As an example, some noise is applied on the minutiae table of fingerprint 101_1, to act as a
new user's fingerprint. Noise is a sequence of Pseudorandom integers from a uniform
discrete distribution used to randomly select tracks from the minutiae table that will be
changed by adding '1' to values under termination (or bifurcation) column and subtracting
1" to values under bifurcation (or termination) column in each selected track. The sequence
of numbers, produced using Matlab function called "randi", is determined by the internal
state of the uniform pseudorandom number generator. The number of random selected
tracks is a constant ratio (30%) from the overall number of tracks in each database.
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Now, minutiae tables of fingerprints 101_1, 101_2, and 101_3 will be fetched from the
database. The minimum number of rows (tracks) in all the minutiae tables in the database
under study is found to be 13, so only the first 13 rows of any minutiae table are considered
during calculations of absolute differences.

Fig. 7. Fingerprint 101_1 and its enhanced thinned version.

The second step is to calculate the geometric mean of the sum of each of typel and type2
absolute differences:

gml1=32x17x17 =833,
gm2=3/3x8x7 =552

Then, since a user is accepted if the two geometric means satisfy that:

gml<=threshold1(t;) A gm2<=threshold2(t,)

Using Demorgan's law, the (FNMR) or false rejection rate will be computed as follows:

NGMS1s > t; vNGMS2s > t,

FNMR(t,t,) = NCRA

Where NGMSIs is the number of genuine matching scores computed from gml values,
NGMS?2s is the number of genuine matching scores computed from gm2 values, and NGRA
is the number of genuine recognition attempts which is 60. The threshold values, t; and t,
vary from 1 to 100.

The same steps are performed for the remaining fingerprints, all 60 instances. The previous
example is considered as a genuine recognition attempt as the comparison is held between a
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noisy version of the first of the three prints and the three true versions of them fetched from
the database.

5.3.2 Calculate False Match Rate (FMR) or False Acceptance Rate (FAR)

Each fingerprint template (minutiae table) Tj;, i = 1...20, j = 1...3 in the database is matched
against the other fingerprint images (minutiae tables) Fy, k # i from different fingers and the
corresponding Imposter Matching Scores ims are stored. Number of Impostor Recognition
Attempts is (20 x 3) x (20 - 1) = 60 x 19 = 1140.

Now FAR(t;, t2) surface will be easily computed from IMS distribution for different
threshold values. Given thresholds t; and f;, FAR(#, t2) denotes the percentage of IMSls <=
t; and IMS2s<=f,. Here, because the input fingerprint is rejected if it gives high difference
values between corresponding minutiae tables; higher scores are associated with
mismatching images. This is the opposite of most fingerprint matching algorithms in
fingerprint verification, where lower scores are associated with mismatching images. So, the
FAR(t, t2) (or FMR(#, t2)) surface will start from the right not from the left as usual.

For example, consider the noisy version of fingerprint 101_1 is to be matched with another
fingerprint like 103, this is considered as an imposter recognition attempt because they are
from different fingers. Now, all minutiae tables of fingerprints 103_1, 103_2, and 103_3 have
to be fetched from the database. As before, because the minimum number of rows is 13, so
only the first 13 rows of any minutiae table are considered during calculations of the
absolute differences tables.

Geometric mean gm1 and gm?2 are calculated as follows:

gml1=3/26x23x16 =21.23,
gm2=3/14x13x13 =13.33

The same steps are performed for the remaining fingerprints; all 60 instances (20
fingerprints, each having 3 impressions) will be matched against the other 19 fingerprints, so
a total of 1140 IMSs.

FMR(#,, t) will be calculated as follows:

NIMS1s <t; ANIMS2s <t
FMR(t,,t,) = I\1HRA 2

Where NIMSIs is the number of imposter matching scores computed from gml values,
NIMS2s is the number of imposter matching scores computed from gm2 values, and NIRA
is the number of imposter recognition attempts which is 1140. The threshold values, t; and
tp, vary from 1 to 70.

Both surfaces FRR(t;, t2) and FAR(t;, t2) are drawn in Fig. 8 with blue and red colors
respectively. The intersection between the two surfaces is drawn with a solid line used in the
next section.

5.3.3 Equal Error Rate EER

The Equal Error Rate is computed as the point where FMR(t) = FNMR(f). From Fig. 8, to
determine the equal error rate, the intersection line between the two surfaces is drawn and
then the minimum value of error rates along this line is the EER from where the values of
thresholds t; and t; can be determined.
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Fig. 8. FRR and FAR surfaces where the intersection between the two surfaces is drawn with
a solid line.

In Fig. 8, it is shown that EER = 0.0179, where it corresponds to the threshold values of t; =
16.92 and t; = 8.21, values of thresholds are not always integers because it is not necessary
for the two surfaces to intersect at integer values of thresholds.

Now to determine the integer values of thresholds that corresponds to error rates FRR and
FAR, the four possible combinations of thresholds around the two thresholds given before
are tested and the two values combination that gives the minimum difference between FRR
and FAR (because EER is defined as the point where FRR and FAR are equal) are considered
as the thresholds t; and t; that will be used for that database for any later fingerprint
recognition operation.

So, the four possible combinations that threshold values t; and t; can take are: (16, 8), (16, 9),
(17, 8), and (17, 9). It is found by experiment that the combination (17, 8) gives the minimum
difference between FAR and FRR. So, when these thresholds are used in the proposed
matching algorithm, the result is that FRR = 0.0167 and FAR = 0.0184.

True Acceptance Rate is

TAR = 1-FAR = 1-0.0184 = 0.9816
And the True Rejection Rate is

TRR =1-FRR = 1-0.0167 = 0.9833

So, the recognition accuracy is ~ 98% when thresholds values are t; =17 and t,= 8.
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5.3.4 ZeroFMR and ZeroFNMR
ZeroFMR is defined as the lowest FNMR at which no False Matches occur and ZeroFNMR
as the lowest FMR at which no False Non-Matches occur(Maio et al., 2002):

ZeroFMR(t) = min{FNMR(t) | FMR(#) =0},
ZeroFNMR(t) = mtin{FMR(t) | FNMR(#) = 0}.

Because now the FRR(FNMR) and FAR(FMR) are drawn as 2D surfaces, all locations of FAR
points having zero values are determined and the minimum value of the corresponding FRR
values at these locations is the ZeroFAR. Also, to calculate the ZeroFAR value, all locations
of FRR points having zero values are determined and the minimum value of the
corresponding FAR values at these locations is the ZeroFRR.

From Fig. 8, following values are drawn:

ZeroFMR = 0.3167 att;j =14 and t, = 5,

ZeroFRR = 0.0316 att; =16 and t, = 10.

5.3.5 Drawing ROC curve

A ROC (Receiving Operating Curve) is given where FNMR is plotted as a function of FMR;
the curve is drawn in log-log scales for better comprehension(Maio et al., 2002). To draw the
curve in the positive portions of x- and y-axis, FMR and FNMR values are multiplied by 100
before applying the logarithm on them. Fig. 9 shows the ROC curve of the proposed
matching algorithm. To get one curve, only one column of the FAR matrix is drawn against
one column of the FRR matrix, after multiplying with 100 and applying the logarithm on
both. As can be shown, the recognition performance is good by comparison with the curve
of a good recognition performance system seen in (O’Gorman, 1998). It is noted that the
curve in Fig. 9 is going to the top right portion of the plotting area whereas the good
recognition performance curve in (O’Gorman, 1998) is going to the bottom left portion of the

4

3.5 il

250 1

log 100*FRR

log 100*FAR

Fig. 9. ROC curve
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plotting area, this is because in the proposed matching algorithm, lower scores are
associated with matching fingerprints and higher scores are associated with mismatching
fingerprints. This is the opposite of most fingerprint matching algorithms in fingerprint
verification.

5.3.6 Applying the proposed matching algorithm on FVC2000

Applying the proposed matching algorithm and all above steps in previous sections on
the database FVC2000, it is not expected to get good results compared with the results
obtained in the previous section. This is due to the reasons mentioned in the beginning of
section 5.3. Table 3 and Table 4 show the results of the proposed matching algorithm on
FVC2000.

As shown, the recognition accuracy ranges from (1-0.2315 for DB2_B) 77% to (1 - 0.0882 for
DB3_B) 91%.

Database EER t t
DB1_A 0.2109 18 6.99
DB1_B 0.1988 31.68 10
DB2_A 0.1649 18.48 8
DB2_B 0.2315 24.096 14
DB3_A 0.1454 28 12.55
DB3_B 0.0882 28 12.85
DB4_A 0.1815 10 4.88998
DB4_B 0.1206 14.35 9

Table 3. Results of EER and its corresponding thresholds after applying the proposed

matching algorithm on FVC2000

Database FAR FRR t t
DB1_A 0.2113 0.2105 18 7
DB1_B 0.2049 0.1944 32 10
DB2_A 0.1835 0.15 18 9
DB2_B 0.2403 0.2375 24 15
DB3_A 0.1325 0.1525 29 12
DB3_B 0.0944 0.075 28 13
DB4_A 0.1844 0.1788 10 5
DB4_B 0.1153 0.125 14 10

Table 4. Results of FAR and FRR and their corresponding thresholds after applying the
proposed matching algorithm on FVC2000

Fig. 10 and Fig. 11 show the FRR and FAR surfaces at the left side and the ROC curves at the

right side for databases DB1_A, DB2_A, DB2_B, DB3_A, and DB4_A respectively.
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5.3.7 Calculating average enroll time

The average enroll time is calculated as the average CPU time taken by a single enrolment
operation (Maio et al., 2002). The steps of enrolment are discussed in section 5.1. table 5
shows a detailed timing for each step in the enrolment phase. These results were
implemented using MATLAB version 7.9.0529 (R2009b) as the programming platform.
Programs were tested on a 2.00GHz personal computer with 1.99 GB of RAM.

Total enroll time is found to be 6.043 sec

Step Average time taken (sec)
Enhancement of the fingerprint 3.7
Core point detection 0.54
Thinning and minutiae extraction 1.8
Minutiae table construction 0.003
Total enroll time 6.043

Table 5. Enroll timing details

5.3.8 Calculating average match time

The average match time is calculated as the average CPU time taken by a single match
operation between a template and a fingerprint image (Maio et al,, 2002). The steps of
matching are discussed in section 5.2. Table 6 shows a detailed timing for each step in the
matching phase after the construction of the minutiae table corresponding to the input
fingerprint, which has been already estimated to be 6.043 sec from section 5.3.7.

Total match time is found to be 0.00134 sec

Step Average time taken (sec)

Get all minutiae tables of the claimed fingerprint 0.0011
stored in the database '
Calculate absolute differences between the input
fgp minutiae table and all minutiae tables obtained

. . 0.0002
from the previous step and get the two geometric
means
Compare the resulting means with the two
thresholds and decide if the user is accepted or 0.00004
rejected
Total match time 0.00134

Table 6. Match timing details
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Fig. 10. FAR, FRR and ROC curves for DB1_A, DB2_A, and DB2_B respectively.
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Fig. 11. FAR, FRR and ROC curves for DB3_A, DB4_A respectively.

5.4 Conclusion

As shown, the time for matching is extremely small using our algorithm as all the process is
taking geometric mean of absolute differences. There is no need for any pre-alignment
which is a very complicated and time consuming process. As a result, our algorithm is
translation and rotation invariant.

Also, the space needed to store any minutiae table is in average 21 (as the average number
of tracks in all database) x 2 x 4 = 168 bits = 168/8 bytes = 21 bytes which is small in
comparison with the size of 85 bytes as in (Jain & Uludag, 2002) where the traditional
method is storing locations and orientation for each minutia as a tuple <x, y, 6>.
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1. Introduction

Which are the brain processes that underlie facial identification? What information, among
the available in the environment, is used to elaborate a response on a subject's identity?
Certainly, our brain uses all the information in greater or less extent. Just focusing on that
present on the human face, the system can obtain knowledge about gender, age and
ethnicity. This demographic data may not be enough for subject identification, but it
definitely gives us some valuable clues. The same can be applied for computer systems. For
example, having gender information into account, the system can reduce the pool of the
possible identities considerably, making the problem easier and enforcing the final response.
Moreover, raw gender information can also be used in fields such as micromarketing and
personalized services.

A practical example of this can be found on the work presented by Peng and Ding (Peng &
Ding 2008). These authors proposed a tree structure system to increase the successful rate of
a gender classification. In particular, the system first classify between Asian and Non-Asian
ethnicities. Then, two specialized gender classification systems are trained, one for each
ethnicity. This resulted in an increase of around 4% over an ordinary system (gender
classifier without ethnicity specialization).

Therefore, demographic classification systems are as much important and valuables as face
identification systems themselves. This is why they have received increasing attention in the
last years. In particular, this chapter focuses its attention in facial-base gender-detection
systems. A summary of the problem’s characteristics is first given in section 2, along with an
overview of the state of art. Section 3 introduces the structure of the system used for
experiments of section 4, where we check the effect of preprocessing variations on the
systems performance. Finally, conclusions derived from the obtained results are presented
in section 5.

2. Biometric gender classification

In general, biometric problems can be classified in two groups: classification and
verification. In the former, samples from a number of well defined classes are given to the
system for training. When a testing sample is presented, the system must classify it in the
corresponding class. In other words, the system answers the “who is this?” question.
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On the other hand, during a verification problem training samples are divided in classes
“A” (called positive) and “others” (called negative). Then, a testing sample claiming to be of
class “A” is presented to the system and the system must verify that this sample
corresponds to the claimed class. Obviously, a classification system can be built upon a
combination of verification systems.

Tools show different behaviors in different situations. Some perform better in classification
problems while others perform better during verification. This is because differences
between classification and verification are not just a matter of the number of classes, but of
how classes are built. In a classification problem, classes are well defined patterns coming
from a common thing. However, this cannot be expected for the negative class of a
verification problem. Usually this class is too wide in the sample space to be represented
with a reasonable amount of samples, and other representation techniques must be used.
This does not mean that representation techniques that work on classification problems cannot
perform on a verification scenario or vice versa. But usually you cannot expect them to work
as well. Therefore it is important to define the problem before decide the approaching
technique and the tools to be used. Gender classification systems find themselves in a rather
special situation, as they only define two classes (male and female). Therefore classification
and verification techniques can be used without penalties in this case.

2.1 Facial image databases

Due to the gaining importance of face identification systems on the security field, a great
deal of facial databases has appeared in the last years. As any other component of a
biometric system, databases’ technology has experienced an important step forward too.
Some of the first widely used databases were the Olivetti Research Laboratory database
(Samaria & Harter 1994), also known as AT&T, and the YALE database. These databases
consist of images taken from a frontal or almost frontal facial poses. As it can be seen in
figure 1, subjects on the ORL database, presents only smiling / not smiling facial
expressions and images with smooth lighting variations. On the other hand, the YALE
database presents subjects with a number of different configurations such as center / left /
right lighting, with / without glasses, and happy / normal / sleepy / surprised / wink
expressions. Some examples are given in figure 2.

In both cases, few subjects and few images per subject are provided. Thus, they represent a
problem which can fit some practical situations such as access control systems with few
authorized persons, as for these systems it may be easier to control lightning and to obtain
good images in terms of pose and expression, as subjects are willing to get recognized.
However, they are impossible to use in problems such as gender or ethnicity classification,
where big pools of samples are necessary in order to obtain reliable results.

Fig. 1. Some examples of the ORL database
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Fig. 2. Some examples of the YALE database

However, more powerful and complex situations involve huge security systems installed in
airports or public buildings. These systems face uncontrolled lightning conditions, non
collaborative subjects, and vast pools of identities. New databases incorporate some or all of
these characteristics in order to test system against such situations. For example, the YALEDb
database (Georghiades et al. 2001) (Lee et al. 2005); examples in figure 3, contains images

coming only from 10 persons, but each seen under 576 viewing conditions coming from
combinations of 9 poses and 64 illumination conditions.

4

Fig. 3. Some examples of the YALED database.

o = [

Fig. 4. Some examples of the FERET database
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The FERET database (Phillips et al. 2000) consist of images collected in a semi-controlled
environment, from 1199 subjects, and for different facial poses. Some examples can be seen
in figure 4. An interesting property of this database is that it provides an extensive ground
truth data specifying coordinates of facial organs, ethnicity, gender, and facial characteristics
such as moustache, beard, and glasses information. Therefore, the FERET database may be
easily used in almost any experimental situation. In fact, we will be using it for further
experiments in this chapter.

The Face Recognition Grand Challenge (FRGC) database (Phillips et al. 2005) is another
complete database. As FERET, the FRGC database consist of high resolution images from a
pool of more than 1000 subjects and complete ground truth information files. However, this
database provides images of full body, taken in different scenarios, which implies important
changes in background and lightning conditions. Some examples can be seen in figure 5.

Fig. 5. Some examples of the FRGC database

In short, when testing a system it is important to keep in mind what type of database is been
used. Using different databases provides different conditions, which allows us to test the
system against different problems.

2.2 State of the art

A priori, techniques used for face identification or verification can also be used for gender
identification. Finding inspiration in the biological system, S.L. Phung and A. Bouzerdoum
proposed a system implementing a pyramidal neural network (Phung & Bouzerdoum 2007).
This structure combines 1D and 2D neural network architectures with a resilient
backpropagation learning algorithm, in such a way that some interesting properties arise.
For example, neurons from the first layer are directly connected to image pixels, and the
net's structure implements local receptive fields that are slightly overlapped. These two
properties are somehow similar to the human eye. Using a set of 1152 male and 610 female
images from the FERET database was used to test the system, with which a best
classification rate of 89.8% was obtained.

On the other hand, B. Moghaddam and Ming-Hsuan Yang asserted that the Support Vector
Machine (SVM) pattern classification outperforms traditional classifiers such as linear,
quadratic, nearest neighbor, and Fisher linear discriminant, as well as more modern
techniques such as Radial Basis Function (RBF) and large ensemble-RBF neural networks
(Moghaddam & Ming-Hsuan 2002). The authors used a set of 1044 male and 711 female
images from the FERET database for the experiments, and obtained a lowest error rate of
3.38% using a Gaussian RBF kernel on their SVM.

For the characterization of images, A. Jain et al. combined the Independent Component
Analysis (ICA) feature extract technique with the SVM classifier (Jain & Huang 2004). They
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tested the system using a set of 250 male and 250 female images from the FERET database,
obtaining a classification rate of 95.67%. Then, Zhen-Hua Wang et al. applied a Genetic
Algorithm (GA) search over the feature found by ICA, improving the system performance
on a 7.5% (Zhen-Hua & Zhin-Chun 2009). Moreover, we have shown in (del Pozo Bafios et
al. 2011) that the ICA approach named Join Approximate Diagonalization of Eigenmatrices
(JADE-ICA) outperforms the fast-ICA method in both error rate and stability on the gender
classification problem.

Another interesting point is which face area provides the best information for gender
classification. M. Castrillén Santana and Q.C. Vuong presented a psychological study on this
aspect (Castrillon-Santana & Vuong 2007). They showed that when humans have no face
information, the neck of males and the long hair of females provide the most diagnostic
information. Moreover, in order to compare human and artificial systems they performed a
series of experiments using different face masks. The system based on Incremental Principal
Component Analysis (IPCA) and support vector machine (SVM) performed surprisingly
similar using only face information (no neck and no hair) and face with hair line
information. In a similar approach, Jing-Ming Guo et al. proposed the use of a mask to
remove those pixels that are not discriminative as they are common for both classes or come
from the background noise (Jing-Ming et al. 2010). This mask was based on the difference
between the mean male image and the mean female image. Pixels selected by the mask were
then used as inputs to a SVM classifier. Experiments were performed using a set of 1713
male and 1009 female images from the FERET database, and an accuracy of 88.89% was
reported. J.R. Lyle et al. studied the validity of periocular images (area around eyes) for
gender and ethnicity classification (Lyle et al. 2010). Images were rescaled to 251x251
pixels, converted to gray scale and their histograms equalized. The parameterization
relied on the Local Binary Pattern (LBP) (Topi 2003) tool, and a SVM was applied for
classification. Testing the system on the FERET database, the authors obtained a best
accuracy of around 94%.

A more sophisticated system which performs score fusion of experts on different face areas
is presented by F. Manesh et al. (Manesh et al. 2010). First, eyes and mouth coordinates are
automatically extracted with the extended Active Shape Model (Milborrow & Nicolls 2008).
The system aligns, crops, and rescaled face images to 80x85 pixels as a preprocessing stage.
Faces are then divided in 16 regions based on a modification of the Golden ratio template
proposed by K. Anderson et al. (Anderson & McOwan 2004). Each region has its own expert
system. These experts use a family of Gabor filters (Gabor 1946) (Daugman 1980) with 5
scales and 8 orientations as a feature extractor method, and a SVM with a RBF kernel for
classification. Score fusion is finally performed using the optimum data fusion rule, which
weights the experts accordingly to their accuracy. For the experiments, a combination of 891
frontal images from the FERET database and 800 frontal images from the CAS-PEAL data
base was used. This set was divided in 3 sub-sets labeled “training”, “validation”, and
“test”. Finally, the researchers reported an accuracy of 96% for the ethnicity problem (Asian
vs. Non-Asian), and 94% for gender classification fusing the scores of eyes, nose, and mouth.
S. Gutta et al. also highlighted how information such as gender, ethnicity or face pose can
increase the performance of face identification systems (Butta et al. 2000). To automatically
obtain this information from facial images, they proposed a mixture of experts' system,
which uses the “divide-and-conquer” modularity principle. Therefore, the system is
composed of several sub-systems or modules and it elaborates the final result based on the
individual results. In particular, an architecture combining ensemble-RBF networks and
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decision trees techniques was used for gender classification. Using a set of 1906 male and
1100 female images from the FERET database the authors obtained a gender recognition
rate of 96%.

As in any other face identification system, the preprocessing step is crucial. E. Makinen and
R. Raisamo performed a set of experiments to evaluate the effect of face alignment (Makinen
& Raisamo 2008). They reported no improvement when automatic face alignment
techniques were used. However, manual alignment did increase the systems performance
by a small factor. Giving these results, authors concluded that alignment methods must be
improved in order to be of some use in the gender recognition problem. As they tested
different classification techniques, they obtained the best performance with the SVM
classifier, a classification rate of 84.39% using a set of 411 images from the FERET database.
However, Adaboost with haar-like features offered very close results, while it was faster
and more resistant to the in-plane rotation variations. Moreover, Jian-Gand Wang et al. also
reported no significant improvement in terms of performance between manual, automatic,
and none face alignment (Jian-Gan et al. 2010). Surprisingly, not only face alignment have
none or little effect on gender classification, but many works has reported the same affect
between low and high resolution images (Moghaddam & Ming-Hsuan 2002) (Lyle et al.
2010). In addition, many authors have reported no significant changes in performance when
different image qualities were used (Moghaddam & Ming-Hsuan 2002) (Makinen &
Raisamo 2008).

As we have experienced the same effect when quite different preprocessing methods were
used (del Pozo-Bafios et al. 2010), we decided to run here a further experiment using a
common database to reinforce these results.

3. The proposed system model

The system used in this study has a block diagram composed of three main blocks:
preprocessing, parameterization, and classification. Four quite different components were
implemented for the preprocessing block, while two tools were used on the
parameterization block. Figure 6 shows the aspect of this architecture, where only one
preprocessing and one parameterization can be active at the same time.

J— PP-1

PP-2 _l PCA

Face || [NOH RERNERNY U Hswm
Image t PP-3 —’T UJADE-ICA|

PP-4

Fig. 6. Block diagram of the implemented system
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3.1 Preprocessing methods

The first block at the system’s entrance is the preprocessing block. This gets samples ready
for the forthcoming blocks, reducing the noise and even transforming the original signal in a
more readable one. Four different preprocessing components has been implemented.

PP-1. This block normalizes the image histogram to a linear distribution before
reducing its dimension to 15x20 pixels. Finally, an unsharpened filter is used to reduce
the noise produced by the extreme reduction.

PP-2. In this case, after histogram normalization a further local normalization (Xiong
2005) is performed. This normalization aims to reduce lighting effect through a double
Gaussian filtering. Then, images are reduced to 15x20 pixels, and the unsharpened filter
is applied.

PP-3. The LBP (Topi 2003) is an invariant texture measure tool for gray scale images.
When applied, it produces a matrix LBP were each point (x,,y,) corresponds to the
differences between the centre pixel point (g.) and its neighbours according to a given
mask (g, ) . The mathematical definition is:

= " 1 x>0
LBP(xc/yc):zS(gm_gc)xz ’S(x): O x<0 (1)
m=0

Here, the factor power of two makes the result of every possible combination unique, so
that the LBP transformation is reversible. After applying the LBP, the PP-2 component
reduces the resulting matrix dimension to 15x20, and applies the unsharpened filter.
PP-4. This component is similar to the previous one, although in this case the image is
first reduced to 15x20 and the filtered before apply the LBP transformation.

At the end of every preprocessing component, an elliptical mask is applied to remove
peripheral noise located on corners. Images are then vectorized considering only pixels
falling within the elliptical mask, which provides further reduction of samples dimensions.
The effects of applying each preprocessing component can be seen in figure 7.

@) (b) © (d) @)

Fig. 7. Original image (A) and the resulting images for each preprocessing component: PP-1
(B), PP-2 (C), PP-3 (D), and PP-4 (E).
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3.2 Parameterization techniques
The parameterization step analyzes samples and extracts relevant information. The
proposed system uses both PCA and ICA appearance based methods.

3.2.1 Principal Component Analysis (PCA)

The PCA was introduced by Karl Pearson in 1901 (Jolliffe 2002), and then applied to face
images by Kohonen (Kohonen 1989), Kirby y Sirovich (Kirby & Sirovich 1990). It was
intended to extract information not viewable at first sight by projecting samples to a new
space which maximizes variance. Moreover, by keeping only the first N coordinates of the
new space, also called principal components (PCs) the system reduces sample dimensions
keeping the most valuable information. Let X be a matrix of vectors x,, each with p

i

variables. PCA results in a set of projecting vectors ¢; such that the transformation:
P
z=aX= Zlaax.f )
=

obtains a new set of vectors z, representing the original x, in a space maximizing its
variance. Moreover, vectors ¢, are uncorrelated to each other, so that new vectors appear in
decreasing variance value order. By keeping the first N vectors z;, the system remove
redundant information and obtain an smaller representation of the data.

Projecting vectors «; are computed by the eigenanalysis of the covariance matrix of X,
referred to as S. Therefore, vector ¢; corresponds to the i-th eigenvector of S, which when
chosen to have unit length (¢;'a; =1) proves to provide a vector z, with variance equal to
the corresponding i-th eigenvalue of S.

3.2.2 Joint Approximate Diagonalization of Eigen-matrices Independent Component
Analysis (JADE-ICA)
ICA is a particularization of PCA to extract components that are, at the same time, non-
gaussian and statistically independent (Hyvédrinen 2000). When used on images, ICA
obtains independent base images which are not necessarily orthogonal. Application of these
base images extracts between pixels information related to high order statistics.
In this study, an approach named JADE-ICA has been used to implement this tool. JADE-
ICA is based on joint diagonalization of cumulant matrices. For simplicity, the case of
symmetric distributions is considered, where the odd-order cumulants vanish. Let
X,,.., X, be random variables, and defined X; =X, —E(X,). The second order cumulants
can be written as:
C(Xy, X,) = E(X, X)) 3)

And the fourth-order cumulants as:

C(Xy, X5, X5, X,) = E(X3, X5, X3, X,) - E(X, X5 E(X;, X)) =

e e 4)
E(Xl /Xa )E(XZ/ X4) - E(X1 /X4 )E(Xz ’ Xs)
In addition, the definitions of variance and kurtosis of a random variable X are:
o> =C(X,X)=E(X?) )

kurt(X) = C(X,X,X,X) = E(X™*) - 3E*(X™)
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Now, under a linear transformation Y = AX, the cumulants of fourth-order transformation
became:

C(Y, Y, Y., )= Y aa.aaCX,X, X, X) (6)
p.q.r.s

, with a; the i-th row and j-th column entry of matrix A. Since the ICA model (X =AS) is
linear, using the assumption of independence by C(S,,S,.,S,,S,) =kurt(S,)s,,, where:

pqrs

L if p=q=r=s
O, = 7
pars {O otherwise @)
and S has independent entries:
C Y Y Y Y Zkurt m azm ]makmalm (8)

m=1

, the cumulants of the ICA model are obtained.
Given any n x n matrix M and a random n x 1 vector X, we consider a cumulant matrix

Q.(M) defined by:

= ZC(Xi’Xj’Xk’Xi)Mki (9)

m=1

If X is centered, the definition of (4) shows that:

Qu(M) = E{(X"MX")XX" | - R*tr(MR*) -

(10)
R*MR* - R*M"R¥
, where tr(B) denotes the trace of matrix Band [Ry]; =C(X;, X)) .
The structure of a cumulant Q (M) in ICA model is easily deduced from (9) as:
Qu(M) = AAM)AT (11)
With:
A(M) = diag(kurt(S,)a; May, ..., kurt(S, )al Ma, (12)

, where g, is the i-th column of A.

Now, let W be a whitening matrix and Z =WX . Let us assume that the independent sources
matrix S has unit variance, so that S is white. Thus Z =WX =WAS is also white, and the
matrix U=WA is orthonormal. Similarly, the previous techniques can be applied into (13)
for any n x n matrix M.

First, the whitening matrix W and the cumulant matrix Z are estimated. Then, the estimation
of an orthonormal matrix U, denoted by U, is calculated. Therefore, an estimated matrix A
denoted by A is obtained from WU, and the sources matrix S is calculated by ATX .

To measure non-diagonality of a matrix B, off(B) is defined as the sum of the squares of the
non-diagonal elements:
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off(B) = 2. (b;)’ (13)
i#j
, where b, are elements of the matrix B. In particular off (U'Q,(M,)U)=offA, =0 since
Q,(M,)=UAU" and U is orthonorgal. For any matrix set M and orthonormal matrix V, the
joint diagonality criterion is defined as:

Dy(V)= 2. off(V'Q,(M)V) (14)
M, eM
, which measures diagonality far from the matrix V and bring the cumulants matrices from
the set M.

3.3 Pattern classification

At this point, the system has retrieved and processed as much useful information from the
input images as PCA or JADE-ICA can. Now, the classification component uses this
information to take a decision on behalf the gender of the input face. To do so, this work
uses the well known SVM (Scholkopf & Smola 2002).

The SVM is a structural risk minimization learning method of separating functions for patter
classification, that was derived from the statistical learning theory elaborated by Vapnik and
Chervonenkis (Vapnik 1995). In other words, SVM is a tool able to differ between classes
characterized by parameters, after a training process.

What makes this tool powerful is the way it handles non-linearly separable problems. In
these cases, the SVM transforms the problem into a linearly separable one by projecting
samples into a higher dimensional space. This is done using an operator called kernel,
which in this study is set to be a Radial Basis Function (RBF). Then, efficient and fast linear
techniques can be applied in the transformed space. This technique is usually known as the
kernel trick, and was first introduced by Boser, Guyon y Vapnik in 1992 (Yan et al. 2004).

For simplicity, we configure the SVM to work as a verification system. In this particular
case, the negative class (-1) corresponds to males and the positive class (1) to females. As a
result, the classifier answers the “is this female?” question. The output of the SVM is a
numeric value between -1 and 1 named score. A threshold has to be set to define a border
between male (-1) and female (1) responses.

However, if all samples are used for training, there are no new samples for setting the
threshold, and using the training samples for this purpose will lead to bad adjustments.
Therefore, a 20 iterations hold-4-out (2 from each class) cross-validation procedure is used
over the training samples to obtain 80 scores. These scores are then used to set the system’s
threshold to the equal error rate (EER) point, which is the point where False Acceptance
Rate (FAR) and False Rejection Rate (FRR) coincide. The system’s margin, defined as the
distance of the closest point to the threshold line, is also measured. All these measures are
referred to as validation measures.

When the threshold is finally set, the SVM is trained using all available samples. Because no
big differences exist in the number of training samples used for this final training and the
validation, we can expect the system to have a very similar threshold than that computed
before.
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In particular, the Least Squares Support Vector Machines (LS-SVM) implementation is used
(Suykens 2002). Given a training set of N data points {yi,xi}i ,» where x; is the k-th input
sample and y; its corresponding produced output, we can assume that:
w;¢(xi)+b21 zf Y, :+1, (15)
Whx)+bs1 if =1

where ¢ is the kernel function that maps samples into the higher dimensional space. The
LS-SVM solves the classification problem:

minL,(w,b,e) L e, (16)
2 2"

where 4 and ¢ are hyper-parameters related to the amount of regularization versus the
sum square error. Moreover, the solution of this problem is subject to the constraints:

y[w'd(x)+b]=1-e,, i=1..,N 17)

3.4 System optimization

Because every preprocessing, parameterization, and classification technique may have its
own optimal point in terms of configurable parameters, the system optimizes itself
automatically using the validation results. Three parameters need to be optimized every
time the system is trained: the number of kept principal/independent components for the
parameterization component, and the regularization and kernel parameter for the LS-SVM.
An exhaustive search is done along a configuration volume looking for the optimal point,
defined as the point which provided a lower validation error rate and a larger validation
system's margin.

4. Experiments and results

In order to obtain more reliable results, a 10-Folds cross-validation procedure was run on
the experiments. Frontal facial images were taken from the FERET database, and cropped
manually using ground information provided by the database. An example of this crop can
be seen in figure 7. For each iteration the system was optimized and trained as it was
explained in the previous section. Moreover, eight different systems, made out of every
possible configuration between the four preprocessing components and the two
parameterization tools were tested. All these facts made the experimental time impractical
when the whole FERET database was used. To reduce this time a set of 1600 images (800
males and 800 females) were randomly selected.

Figures 8 and 9 show the results obtained when PCA and JADE-ICA were applied using all
different preprocessing components. Numbers specified on the legend represent the areas
under the curves. The EER points are given in table 1. In general terms, all preprocessing
techniques provide similar vehabiors, although differences were magnified when JADE-ICA
was used. In particular, PP-1 and PP-2 performed almost identical.

A second experiment was run combining the scores obtained with each preprocessing
technique. In particular, the sum and the product score fusion techniques were applied. The
former combines the scores by a sum before apply the decision threshold. The later performs
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a product after sifting the scores to range [1 3] instead of [-1 1], and then apply the threshold.
The obtained results can be seen in table 1, and in figures 10 and 11.
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FC& results for fusion technigues
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Preprocessing Parameterization
PCA JADE-ICA
PP-1 5.54% 9.97%
PP-2 6.44% 10.54%
PP-3 10.83% 14.65%
PP-4 7.96% 16.50%
All preprocessing fusion
Sum fusion 4.37% 6.99%
Prod fusion 4.44% 7.12%

Table 1. EER points for every combination of preprocessing and parameterization methods.

5. Conclusion

In this chapter, we have introduced the gender classification problem, from which a system
automatically determines whether an input face corresponds to a female or a male. We have
overview its characteristics as a bi-class problem and its relevance within the biometrics
field. We have also introduced a biometric system with a simple architecture based on four
preprocessing blocks, PCA and JADE-ICA parameterization, and an LS-SVM classifier. This
system was used to test the variations of system's performance produced by wide changes
on the preprocessing stage. The obtained results were consistent with other works, showing
that in general there is little or no effect on the system's performance when these changes are
applied.

Why do these big changes on the preprocessing stage provide similar results? Do they
enhance different qualities of the facial images with similar level of discrimination? In a
willing to through clarity on this intriguing characteristic of the gender recognition problem,
we performed another experiment fusing scores obtained for each preprocessing technique.
Both add- and product-fusion methods produced a small improvement in the system's
behavior, of around 2% of reduction of EER comparing to the best preprocessing block.

This may suggests that all configurations are performing basing on the same or very alike
information. Considering the massive differences between images resulting from each
preprocessing block (figure 7), it is possible that this discriminant information is mostly
related to very global and salient facial features, such as facial shape. This possibility is also
consistent with the fact that image size does not affect gender classification performance. In
fact, if facial shape is to be used, it does not matter whether the system has information
coming from the inside of the face, or not.
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Using Quality Measures
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1. Introduction

Biometric methods, which identify people based on physical or behavioural characteristics,
are of interest because people cannot forget or lose their physical characteristics in the way
that they can lose passwords or identity cards. Among these biometric methods, iris is
currently considered as one of the most reliable biometrics because of its unique texture’s
random variation. Moreover, iris is proved to be well protected from the external
environment behind the cornea, relatively easy to acquire and stable all over the person’s
life. For all of these reasons, iris patterns become interesting as an alternative approach to
reliable visual recognition of persons. This recognition system involves four main modules:
iris acquisition, iris segmentation and normalization, feature extraction and encoding and
finally matching.

However, we noticed that almost all the iris recognition systems proceed without
controlling the iris image’s quality. Naturally, poor image’s quality degrades significantly
the performance of the recognition system. Thus, an extra module, measuring the quality of
the input iris, must be added to ensure that only “good iris” will be treated by the system.
The proposed module will be able to detect and discard the faulty images obtained in the
segmentation process or which not have enough information to identify person. In
literature, most of evaluation quality methods have developed indices to quantify occlusion,
focus, contrast, illumination and angular deformation. These measurements are sensitive to
segmentation errors. Only few methods have interested on the evaluation of iris
segmentation.

This chapter aims to present, firstly a novel iris recognition method based on multi-channel
Gabor filtering and Uniform Local Binary Patterns (ULBP), then to define a quality
evaluation method which integrates additional module to the typical recognition system.
Proposed method is tested on Casia v3 iris database. Our experiments illustrate the
effectiveness and robustness of ULBP to extract rich local and global information of iris
texture when combined with simultaneously multi-blocks and multi-channel method. Also,
obtained results show an improvement of iris recognition system by incorporating proposed
quality measures in the typical system.

This chapter is organized as follows: Section 2 describe in details the proposed iris
recognition system. The further represents the quality evaluation method. In section 4, we
expose experiments, results and comparison. Finally, the conclusion is given in section 5.
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2. Iris recognition system

In a typical iris recognition system, the eye image is preprocessed to obtain a segmented and
normalized image, then its texture is analysed and encoded to form an iris features vector
‘template’. Finally, we compare templates to estimate similarity between irises.

2.1 Iris preprocessing

Iris preprocessing step includes iris segmentation and iris normalization.

Iris segmentation aims to isolate iris texture from the acquired eye image, with exclusion of
any obscuring elements such as eyelids, eyelashes (Fig. 1-a), and reflections from the cornea
or possibly from eyeglasses. Various methods have been proposed to accomplish this task
(Daugman, 1994, Wildes, 1997, Daugman, 2007, Liu, 2006, Krichen, 2007).

In the proposed method, we modelled the iris and pupil by two circles not necessarily
concentric and eyelids by two segments of line. Different borders are located by the
application of Hough transform. Then, we have applied the pseudo polar transformation of
Daugman to transform the iris arc from raw coordinates (x,y) to a doubly dimensionless and
non concentric coordinate system (r, 0) (Fig. 1-b). The details were described in (Feddaoui &
Hamrouni, 2010).

Since, the result is not well contrasted, it is better to enhance the textured image before
analyzing its texture (Fig. 1-c). According to result obtained in the segmentation step, we
note that the area belonging to [11/6..1111/6] is generally disturbed by the presence of eyelids
and eyelashes and consequently, the most discriminating information of texture is in the
other portion of the iris. Moreover, in order to reduce the impact of reflection in this region,
we don’t consider texture present in the 1/6 internal portion (Fig. 1-d).
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Fig. 1. Iris normalization (a) Segmented iris image (b) Rectangular iris image (c) Enhanced
iris image (d) Region of interest in iris image

2.2 Iris texture analysis

In an iris recognition system, the feature extraction and encoding aims to represent the
details of the iris texture by finding efficient and discriminative descriptors that are resistant
to large variation in illumination, rotation, occlusions, deformation and other factors which
disturb the iris texture. There are various methods proposed since the pioneer work of
Daugman, in 1992 (Duagman, 1994). Gabor filters (Duagman, 2006) (Masek, 2003) (Ma et al.,
2002) (Huang et al., 2007) (Feddaoui & Hamrouni, 2009, 2010) and wavelet (Lim et al., 2001)
(Krichen et al., 2004) has shown very good performance because of their capability to multi-
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scale representation. Gabor features encode edge information and texture shape of iris
texture over a range of multiple narrow-band frequency and orientation components.

In this chapter, we proposed a novel method to extract iris features combining Gabor filters
and ULBP operators. The LBP operator succeeds in many applications where it is combined
with multi-resolution methods. It has proved its high discriminative power for texture
analysis where employed with Cosine Transform (Ellaroussi et al., 2009) and Gabor wavelet
in (Zhang et al., 2009) (Tan & Triggs, 2007) to face recognition, Wavelet Packet Transform
(Qureshi, 2008) in medical image analysis, Haar wavelet transform (Wang et al., 2008) to ear
recognition and Steerable Pyramid (Montoya et al., 2008) to texture analysis.

2.2.1 Proposed method

In the proposed method, we analyzed iris texture by Uniform Local Gabor Patterns ULGP

which can be defined as an application of ULBP operators to the Gabor representation. The

main components of the proposed method can be summarized as follows:

e Represent global spatial texture information by application of a set of Gabor filters on
iris image

In spatial domain, the Gabor function in the spatial domain is a Gaussian modulated

sinusoid. For a 2-D Gaussian curve with a spread of g, and o, in the x and y directions,

the 2-D Gabor function is given by equation 1 and the real impulse response of the filter is

presented in equation 2 (Bovic et al., 1990).

1 1 12 12 )
h(x,y) = ————exp{—=| X+ Y > | rexp(27ifx') 1)
27[Jlo'y ox O—y
1| 2 y” ,
hilx )= p{—zlxz L }OS(Zﬁfx) @)
OOy Ox Oy

Where

x' _ cosf sinf\(x
y') (-sind cosd )|y

In the frequency domain, the equations (3) and (4) represent respectively the frequency
response of the complex and real Gabor filters.
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In our application, we have applied a bank of Gabor filters on iris image. We have chosen 4
frequencies (2, 4, 8, 16) and 4 orientations (0°, 45°, 90°, 135°) which generated a total of 16

)
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filtered images. The space constant ¢ is chosen to be inversely proportional to the central
frequency of the channels.

e Compute ULBP operators in each filtered image to encode local variation across

different Gabor coefficients in defined radius.

Actually, LBP operator is one of the best texture feature descriptor and it has already proven
its high discriminative power for texture analysis. The original version of the LBP operator
was introduced by Ojiala et al., it capture the micro-features in the image by encoding them
in a 3x3 local window and thresholding eight neighbours pixels with the value of the
central pixel, then a binomial factor of 2i is assigned for each pixel. The LBP code is
computed by summing the results of multiplying the thresholded value by a corresponding
weight (Ojala et al., 1996). The process is summarized in Fig. 2.
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Fig. 2. The original version of LBP

Later, The conventional LBP operator has been extended to introduce a robust illumination
and orientation invariant texture feature by computing the pixel values that lie on a circular
pattern with a radius r around the central pixel. ULBP represent the most common LBP
codes without significant loss in its discrimination capability. It reduces the 256 different
local binary patterns defined in a 3 x 3 neighbourhoods to 10 by representing the number of
bitwise spatial transitions (0/1) in a circular pattern. To quantify these ULBP (equation 5),
an uniformity measure U was introduced (equation 6)

7

ULBP = 505(81-*&) if U(LBP)<2 .

9 otherwise

7
U(LBP)=[S(8,,~8.)~S(8,-8.) +i20\5(gi -8)-5(8,,-8.) 6)
e  Extract the global and local signatures by first dividing each obtained image into non-
overlapping blocks having a given size, then computing statistical features within each
block to form a vector.
This step aims to extract appropriate texture features from ULGP representations. The idea
is to divide the whole ULGP image into blocks having a given size. Then, to provide a good
discriminating feature between irises. In this paper, we have proposed to compute statistical
features on each ULGP representation. Finally, features are concatenated to form the
complete feature vector which size varies depending on the block size (5x5, 10x10, 20x20,
30x30).
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e Form iris template by encoding local relationship between measures of vector.

This step aims to generate iris template based on representing the features variations. First,
we have linearized the matrix of statistical features then each coefficient is compared to the
previous one and is encoded by 1 or 0: 1 if it is greater than the previous one and 0
otherwise. This process is similar to the computation of the derivative of the feature vector
and the encoding of its sign. In practice, this binary iris code facilitates greatly the matching
process.

Since persons are identified by their templates, the process of person verification needs a
comparison between two templates in order to estimate their similarity. Considering that
the iris is represented by a binary template, the Hamming distance is more suitable to
estimate the difference between iris patterns with a bit-by-bit comparison.

The computation of the Hamming distance is given by the following expression:

(A ® B) » MaskA ~ MaskB||

|MaskA ~ MaskB| @

HD =

Where {A,B} are the two templates and {MaskA, MaskB} their corresponding noise masks.

In our algorithm, we obtained rotation invariance by unwrapping the iris ring at different
initial angles. Five initial angle values are used in experiments [-4°, -2°,0, 2°, 4°]. Thus, we
defined five images for each iris class in the data base. And when matching the input feature
code with a class, the minimum of the scores is taken as the final matching distance.

3. Quality evaluation method

Actually, the function of the iris recognition system is affected by the quality of used images.
When the images used are not of a high quality, this affects significantly the performances,
one has to discover the images of poor quality and to separate them.

An image of poor quality complicates the segmentation phase proved by the difficulty of
detecting the different borders of iris, consequently the presence of the non detected noise in
the iris texture. This noise affects the results of different stages of a recognition system
particularly the stage of texture analysis, that can be also affected by the focus of the image
and even the nature of the texture. In fact, the iris texture must include enough information
to identify person.

To select images of good quality, we have developed a model quality that evaluates the
results of segmentation and the richness of texture. The model is integrated in the
recognition system after the phase of segmentation. Based on generated qualities measures,
we process in the characterization stage, only image that surpass a certain threshold. The
choice of its value depends of the security level of the intended application.

In the following section, we introduce the principal woks made to evaluate the quality of iris
image.

3.1 State of art

During the last decade, many works have been interested in the evaluation of the quality of
an iris image. Despite the diversity of the applied methods, they proved experimentally an
improvement of the recognition system performance.

Most of these works defined the quality in terms of texture clarity, focus degree, occlusion
rate, dilation degree, view angle, etc. The used techniques can be classified into 3 categories:
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those operating in the Fourier Domain, those based on 2D wavelets transform and the
statistical methods.

3.1.1 Quality measures in the frequential domain

The choice of indices quality measurement in the frequential domain is justified by the fact
that an out-of-focus image can be considered as a result of the filtering of the ideal image by
a low pass filter, and then the main part of information of texture is located in the low
frequencies. On the contrary, this information is between the low and high frequencies for
clear image.

Daugman estimated the clarity of iris image in term of the rate of the energy of high
components. This energy increases proportionally to the degree of focus image (Daugman,
2004). Ma et al. analyzed the frequential distribution of the two areas of size 64x64 pixels
around the pupil. Then, the quality indices are used by a SVM classifier for the training and
the classification of images in 4 categories: clear images, out-of-focus images, blurred images
due to the eye movement during the acquisition and images altered by the presence of
eyelids and eyelashes (Ma et al., 2003).

Later, Kalka et al. studied many other factors on the system performance such as: the
occlusion, the pupil dilation, the illumination, the percentage of significant pixels, the
movement of eye, the reflections, the view angle and the distance from the camera.
According to their study, the focus, the eye movement and the view angle degrade more the
performances. They analyzed the high frequency components to measure the degree of blur
due to camera distance and the directional properties of the Fourier spectrum for the blur
due to the movement (Kalka et al., 2006). To evaluate the angle of view, they measured the
circularity of iris by applying an integro-differential operator to different images obtained
by projecting the original image at different angles. So, the angle of correction maximizes
this operator.

Tissé has implemented 12 techniques proposed in the literature, to evaluate the clarity of iris
image, based on: gradient, wavelets, filter, etc. He compared the obtained indices on an
analysis region, he deduced that the method based on FSWM filters (Frequency Selective
Weighted Median Filter) leads the better results (Tissé, 2007). In the same year, Ketchantang
et al. proposed an index of image quality in a sequence of images acquired in real time. This
measure combines the speed of the pupil moving between two successive frames, the
density of dark pixels in the pupil area and the clarity of the collarette. The speed of
displacement is estimated by using Kalman filter. This operator provides informations about
the quantity of blur caused by the sudden movement of the eye during the acquisition.

The density of dark pixels in the pupil estimates the depth of focus. The clarity of the
collarette is evaluated in the Fourier domain by measuring the energy of middle frequency
components of a region around the pupil (Ketchantang et al., 2007).

3.1.2 Quality measures based on wavelet transform

Generally, the algorithms operating in the frequency domain are applied on the entire image
(or an interest region), hence they are sensitive to the noise and give a global sight of the
focus degree of the iris texture. To solve these problems, many solutions applied the 2D
wavelets transform to produce a local descriptor of the iris quality. Chen et al. suggested a
local measure of quality based on the « Mexican Hat » wavelet transform. The segmented
iris image is divided into multiple concentric bands with a fixed width, around the pupil.
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The degree of blur of each band is measured by the energy of the wavelet coefficients. Then,
a global index of quality was defined as a weighted average of the local quality
measurements. The weight reflects the distance of the candidate band relative to the pupil
(Chen et al., 2006).

In order to enhance iris image, Vatsa et al. used a discret wavelet transform DWT and a
SVM classifier on a set of 8 images that incorporates the original iris image and its
transformed one by 7 known enhancement algorithms such as the histogram equalization,
the entropy equalization, etc. the DWT is applied on each image, and the coefficients of the
approximation and details bands are classified as coefficients of good quality by SVM
classifier (Vatsa et al., 2008).

3.1.3 Quality measures based on statistical measures

In addition to the techniques described above, several researchers have considered statistical
measures to assess the quality of iris images. Zhang et al. filed a patent concerning the
process that determines whether the image is focused correctly. It is based on analyzing the
shape and the continuity of the iris boundary. They considered a number of lines crossing
the pupil boundary, for each line, statistical values are calculated for the pixels belonging
either to the pupil and the iris (Zhang et al., 1999).

Proenca et al. developed a method based on statistical measures and neural networks. The
process consists in calculating 5 statistical measures in 7x7 windows derived from a
segmented polar iris image. The measures commonly used are: ASM (Angular Second
Moments), entropy, contrast, energy and inertia. Then, a simple thresholding of index
computed in each analysis window permit the classification of central pixel into “noisy” or
“significant” pixel (Proenca & Alexandre, 2006).

Cambier et al. studied the impact of 7 quality measures on the performance of a recognition
system for multi-cameras recognition system. These index are the iris and pupil radius, the
pupil-iris ratio, the iris-sclera contrast, the iris intensity, the texture energy and the
percentage of visible iris. Results showed that the texture energy and the rate of visible iris
are the most important but specific to population (Cambier & Seelen, 2006).

Krichen introduced a statistical model GMM (Gaussian Markov Model) to define a global
quality score estimating that iris image represents a good quality texture (Krichen., 2007).

To determine whether the image has enough information to identify person, Belcher et al.
(Belcher & Du, 2008) and Zhou et al. (Zhou et al.,2009) developed a quality index by
combining 3 index: the dilation score, the occlusion score and the feature information score.
Iris image is segmented then the texture is analyzed by Log-Gabor filters. A global feature
information score is estimated by averaging the entropy information distance between pairs
of consecutive rows of the filtered image. This quality measure was used by Y. Du et al (Du
et al, 2010) to evaluate the quality of a compressed iris image. In fact, during compression,
iris patterns are replaced by new artificial patterns, and only the most distinctive iris
patterns resist. These false patterns are too correlated compared to the original image and
they become more important through compression rate. Consequently, the more
compression rate is elevated, iris texture quality becomes weaker.

Based on the fact that the inner region of iris contain more discriminative patterns, Sung et
al. improved the matching performance by merely weighting the inner and outer iris
regions with respectively 1 and 0 (Sung et al., 2007).

In the cited works, the quality measures are often computed in the segmented images which
makes them sensitive to the segmentation errors. In practice, no segmentation method has a
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rate of 100% of correct segmentation. Nevertheless, the study of Zhou et al. is among the
rare that took into account the evaluation of the segmentation results of an iris image (Zhou
et al., 2009). This is because the segmentation of the iris has specific particularities and
existing methods for evaluating the segmentation (Chabier et al., 2005) (Foliguet & Guigues,
2006) are not applicable in this case. In (Zhou et al.,2009), Zhou et al evaluated the
segmentation accuracy in terms of localizing correctly the center and boundary of pupil and
the iris boundary including the limbic boundary and the eyelid boundaries. This measure is
based on the analysis of the histogram of a rectangular horizontal area including the two
centres, three sub-regions belonging to pupil, iris and sclera.

3.2 Proposed method for quality evaluation

A typical biometric system includes 4 stages: the capture of the eye, the segmentation and
normalization of iris image, the texture analysis and encoding and finally the matching.

A too noisy image or poorly segmented is processed in all system steps which often leads to
a false identity recognition. Thus, the proposed system consists of integrating a quality
module after the segmentation step. The objective of this module is to select images to be
processed in the system. For this, we developed two quality units: the first one assess the
result of segmentation while the second estimates the richness of texture.

Fig. 3 illustrates different units of the given system and the following sections describe every
module.

Image Segmentation & Features extraction & Matching
Acquisition nomalization codage

2 = Threshold

I i

] ]
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! Evaluation of i

! segmentation Accepted 'Image

] ]

] ]
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Fig. 3. Proposed iris recognition system: integration of quality units in typical system

3.3 Evaluation of the segmentation

This unit aims to verify if the image is correctly segmented. It takes as input the coordinates
of the pupil and iris and the generated masks, then it analyzes each detected boundary in
order to estimate the corresponding quality index.

3.3.1 Evaluation of the pupil boundary

The first stage in the segmentation process is the localisation of the pupil, which results
influences the performance of the rest of system. In practice, an inadequate segmentation of
the pupil alters the content of the iris arc by adding or eliminating a portion of the pupil
located near the border. Fig. 4-a illustrates the relationship between the matching distance
and the pupil radius. We can see that the correct segmented image (R) produces a low
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similarity distance whereas the bad localized pupil (R-8, R-4, R+4,R+8) degrades
significantly the distance.
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Fig. 4. Illustration of the relationship between the distance between two feature vectors and
(a) the pupil radius (b) the iris radius (c) the richness of iris texture

These errors are mainly caused by the physiological nature of the iris and the lighting
conditions during acquisition. In fact, the pupil is not perfectly circular or elliptical and
always presents fluctuations and discontinuities along its border (Fig. 5). Also, the pupil is
often partially hidden under the light spots and the eyelashes. the proximity of the noise to
the pupil border increasingly complicates the segmentation process.

@) (b)

Fig. 5. Illustration of the fluctuation of the pupil boundary relative to the detected border
(white line): (a) segmented pupil image (b) border region in polar coordinates.

To estimate this defect, we generate an index evaluating the quality of segmentation

through the following steps:

e Minimize the effect of light spots by filling the clear holes by the average of the image
intensity

e Consider a region located on both sides of the detected border.

e Filter this region, then analyze the pupil fluctuations across the detected circle
boundaries in order to determine the real mask of the pupil (Mask:ca). In fact, we added
to the detected mask (Maskgetect) during segmentation the non-detected pixels located
outside the detected pupil, and we eliminate the invalid pixels belonging to the iris arc
and located inside the detected pupil.

e Apply equation (8) to measure a quality index Q assessing the pupil segmentation:
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3.3.2 Evaluation of iris/sclera boundary

The segmentation evaluation depends not only on the pupil localization but also on the iris
boundary, which should separate the iris from eyelids and sclera. In this unit, we are
interested in the iris/sclera boundary.

To show the impact of an adequate boundary detection on iris texture, we represent in Fig.
6, three polar images (b-c-d) that are relative to image (a) by considering 3 different iris
radius. We can notice that the segmentation errors generally caused a significant destruction
of texture patterns and consequently a wrong distance between iris codes. The relationship
between the iris radius and this distance is illustrates in Fig. 6-b. We can see a clear
degradation of distance with inadequate iris radius (R-4, R-8, R+4, R+8).

1IN
# Y

(@)
Fig. 6. The impact of the iris/sclera boundary on iris texture: original image (a) , polar image
by considering adequate radius (c) and inadequate radius (c-d): the segmentation errors
caused a significant destruction of texture patterns

In practice, the intensity variation between the region of iris and the sclera is important in
perfect conditions of acquisition, which facilitates the border detection process. However,
the reasons that might complicate this detection are diverse, we mainly cited the eyelashes
occlusion, the lighting conditions, the percentage of visible iris and the view angle. In fact,
the three first factors generates false contours that alter region boundaries. Despite the
percentage of visible iris and the view angle should be reasonable to consider an important
iris region in the segmentation process.

The evaluation of the iris boundary is performed in two eye regions respectively within
the following ranges: [-30 ° .. 30 °] and [150 ° .. 210 °] relative to the iris center. The pixels
are divided on both sides of the detected boundary (lgetect). Then, each region is
subdivided into overlapping rectangular blocks of size hxw. A vertical projection is
determined for each bloc. Then, we calculate the pixels average of every column. The
obtained curve represents a minimum at the correct boundary of the iris (linresn). Its
position can be localized by the maximum of the derivative of the curve. The distance
separating the two positions linresh and lgetect is used to define a local index which assess
the quality of iris boundary.
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We notice that in the case of a correct segmentation, liyresh and lgewect are confused. the
process steps are described in the following algorithm:

- m=0: Number of blocks apt for the evaluation

- Subdivide the region of analysis R into n overlapping rectangular blocks B; of size hxl.
R={B, i=1.n}.

For each block B; do

- Count the number of noisy pixels Nps

if Nps> hl then
- Consider the B; inapt for the evaluation
else

for each row j e[1..h] of the block B; do

- Compute the average of the significant pixels my
end
-m=m+1
- Calculate the projection hist; of obtained averages{mj} (Fig.7.a-c)
- Calculate the derivative of projection (Fig. 7. b-d).
- Detect the first peak lgyresh in the derivative
- Measure a local index of quality Q;

lthr sh — ld tect‘
=1- Mie 9
Qi rayon, . ®
end
end
- Evaluate the global index of quality Qs based on the local index {Qj}
1m
Qisc :7ZQ1' (10)
mi=1

Algorithm 1. Evaluation of iris/sclera boundary process

3.3.3 Evaluation eyelids boundaries

After the iris image segmentation, it is important to localize the eyelids occlusion. The
quality of the result depends on the presence of eyelashes, glare and light spots on the
eyelids borders and also the richness of texture.

In practice, these factors caused defects in contrast and false contours in the segmentation
region, which don’t lead to a perfect segmentation for all iris cases. To evaluate the error, we
have developed a module to analyze the eyelid borders in the polar iris image. We
concentrated on the low eyelid since we considered, in the next steps of the recognition
process, a region of interest RI between [11/6..511/6] (Fig. 8-b).

Algorithm 2. represents the proposed method, it is consist of analyzing the intensity
variation in local windows of the regions of interest (RI) which are selected near and on the
border of the detected eyelid boundary (Fig. 8-c). We computed statistical measures like
standard deviation, variance, average absolute deviation, mean, entropy, etc. Tests showed
that the variance gave the best results.
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Fig. 7. Illustration of the iris boundary evaluation process: we analyze the vertical projection
and its derivative of the local windows: (a-b) correspond to left region and (c-d) related to
the right region. We notice that in the case of a correct segmentation, linresh and ldetect are
confused.

if iris is not occluded by eyelids then
- Assign 100% to the eyelid quality score : Q,=100%

else
- Subdivide the region of analysis of n overlapping blocks Bf (i=1..n) of size hxl. It is
distributed on both sides ode detected boundary (Fig. 8-c).
For each block Bf do
- Consider a neighbour region By of the same size
- Compute V¢ and V7 the variances respectively of Bfand B} .

1 &

! —
> X (Bilj K)-Bi) (1)

V(R =
(B) =572
1

end
- Calculate the eyelid quality score:

2 Vi
Q — i=1
XVi+ XV

i=1 i=1

(13)

End
Algorithm 2. Evaluation of eyelid boundary process
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Based on local measures, we generated a global quality index Q. evaluating the
segmentation of the lower eyelid. The index penalizes under-segmentation of the eyelid. In
fact, considering the noisy pixels in the region of analysis affects the system performance
more than the elimination of pixels due to the over-segmentation.

- - ]

(@)
Fig. 8. Illustration of eyelids boundary evaluation (a) segmented iris image (b) segmented
RI in polar coordinates (c) selection of two neighbours blocks near and on the detected
boundary

3.3.4 Fusion of the segmentation scores

The global assessment of the segmentation depends on the 3 index Q., Q, and Qjs relating
respectively to the boundary of eyelid, pupil and iris/sclera. Fig. 9 illustrates the correlation
of different obtained scores. We notice that the measures are not grouped on the diagonal,
which asserts that they are not correlated.
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Fig. 9. Illustration of the correlations between different quality scores: the measures are not
grouped on the diagonal, therefore they are uncorrelated

Since, they are all important to judge the segmentation, we average their values to generate
a global index Qs:

Qs = (f1(Qp) + fz(Qisc) + f3(Qe)) /3

Inspired by the work (Zhou et al.,, 2009), f1, f2 and f3 are parameterized functions of
normalization related to the function f defined as follows:

(14)

1 Q=p

f (Q){e-"< Q) 0<0<p (15)
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The choice of an exponential function is justified in (Zhou et al., 2009) (Du et al., 2010)
(Belcher & Du, 2008) by proving that the relationship between the recognition rate and the
degradation factors is not linear.

In this equation, parameter £ illustrates the minimum error above which the system
performance is not degraded. In fact, tests have shown that we can neglect the weak error
of segmentation because it doesn’t affect significantly the recognition rate. We set 8 to 0.9,
097 and 0.9 for respectively f1, f2 and f3. While the parameter « represents the weight of the
error on the recognition results. We have assigned more weight to Qp because poor
detection of the pupil affects mainly the area that contains the most discriminative iris
texture.

Given that biometry by iris is often used in high security system, we chose « = 50 for f1 in
order to quickly extend the normalized score to 0 when Q, is less than 80%. Also, we fixed
ato 20 and 13 for f2 and f3 to obtain zero as normalized score when Qi and Q. are
respectively less than 70% and 50%.

3.4 Evaluation of the richness of texture

This module aims to generate a score expressing the richness of iris texture to verify if the RI
of iris image has enough information to identify a person. This module is integrated into the
recognition process after the image segmentation and normalization unit. It estimates a
global quality index based on the following index: the occlusion score Q, , the dilation score
Qq and the degree of texture information Q.

3.4.1 Occlusion score

The amount of available iris region can affect the recognition performance. In this unit, we
developed an occlusion score Q, estimating the percentage of significant pixels of the RI
This index is evaluated as follows:

_Nps
N

Where N is the total number of pixels of RI and Nps is the number of significant pixels of RI.

Q,

(16)

3.4.2 Dilation score

In a recognition system, the pupil dilation may affect performance. This is explained by the
fact that the shape and the density of texture patterns are altered by the degree of iris
deformation. In this paper, we developed an evaluation dilation unit which takes as input
the pupil radius Ry, and the iris radius R; to compute the dilation score Qq as follows:

R
del—?’: 17)

3.4.3 Estimation of texture information

When the iris image is slightly noisy and correctly segmented, the recognition problems
related to the texture information. Whatever the adopted algorithm, its robustness depends
on the richness of texture that varies from a subject to another. Fig. 10 gives examples of this
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diversity. The texture details are presented in the frequency domain by high frequency
components.

e

Fig. 10. Examples of the diversity of iris texture

Generally, the blur is appears as a loss of information as a smooth texture patterns, a bad
separation between different iris patterns and a distortion of fine edges.

For that, we studied the evolution of the similarity distance between iris according to the
different degradation of the texture information. We simulated this degradation by a low
pass Gaussian filter with an increased mask size. Fig. 4-c shows a clear degradation of
distances especially between genuine iris. In fact, an important amount of texture details are
destroyed when the size of the filter mask is larger. This makes necessary to classify the iris
in function of the amount of texture information and separate the clear images of blurred
images. In addition, from a technical point of view, it is not possible to derive a clear iris
image from a blurred one. Correcting the contrast can improve its quality.

All these problems require taking into account the texture information measure in the
recognition process, to ensure a good selection of images.

In section (3.1), we presented some proposed texture information measures in literature. In
order to ensure a good estimation of the texture richness and an acceptable computation
time, we proposed a global quality index operating in the cosine transform (DCT) field.

This transform was used by Matej et al. to estimate the focus of a sequence of images taken
in different conditions. They demonstrated the efficiency of the DCT compared to other
existing methods and its robustness against the noise occlusion. In fact, a good evaluation of
the focus has been achieved even when an artificial noise was added. (Matej et al., 2006)

This work helps us to develop a global index of texture information based on the shanon’s
entropy and the energy’s distribution of DCT coefficients.

3.4.3.1 Cosine transform of an image

Cosine transform, (CT or DCT for digital cosine transform), is a linear mathematical
transformation similar to the discrete Fourier transform, it was introduced in 1974 by
Ahmed et al. to reduce redundancy information. A DCT expresses a sequence of cosine
functions which generates real coefficients, and therefore it avoids the complex numbers as
in the case of the Fourier transform. (Ahmed et al., 1974)

The DCT is often used in signal and image processing and especially in audio and video
compression. The standards MPEG, JPEG and MJPEG apply the DCT in the compression
process. However, DCT is commonly used in image processing to obtain the spectral
representation of the digital image.

Given an image I of size MxN, the DCT transform provides an image R of the same
dimension. This transformation represents an interest because it concentrates the major part
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of energy in a minimum of low coefficients. Thus, an adequate use of this information leads
to a good analysis of the candidate image. We can locate these low-frequency coefficients in
the top left corner of the image (Fig. 14.d-e-f). Whereas the other coefficients in the corner
right bottom of the image may be neglected and reduced to zero in the compression process.
It is known that the Discrete Fourier Transform DFT is used by several algorithms for
estimating the focus of an image. However, in the last decade, the DCT has been
increasingly used by the visual systems that the DFT, and this is thanks to its high
concentration of energy in some low-frequency coefficients. In addition, the basic function of
DFT is exponential and generates complex coefficients therefore it requires a computation
time greater than the DCT.

Moreover, Krotkov and Yeo et al. suggest in (Krottov, 1987) (Yeo et al., 1993) that the DFT
contains information that is superfluous to the focus evaluation such as the phase
information. For these reasons we preferred the DCT to measure the blur in image.

In practice, this optimal transformation is sensitive to contrast changes, so this defect may
be limited by the image preprocessing or the normalization of the transformed image by
DCT.

(d)
Fig. 11. Illustration of the relationship between the richness of iris texture and the
normalized DCT: for visualization purposes, we display in (d-e-f) the logarithm of the
transformed images. The coefficients with higher values are shown in red. By comparing
the images (d-e-f), we notice that the spectrum of sharp image is more uniform. Quality
measures obtained are respectively: 0.76, 0.33 and 0.21.

3.4.3.2 Implementation

To evaluate the texture information, we developed a global quality index, based on the DCT
representation of the iris image and the entropy of the energy distribution. For optimization
purposes, the proposed method is based on an existing solution adopted by the compression
standard JPEG, by applying the DCT in 8x8 blocks. Indeed, it was proven that the choice of
this block size is a good compromise between quality and computation time (Pennebaker &
Mitchell.,, 1992). Algorithm 3 summarizes the proposed procedure to evaluate a global
texture information index Q. Fig. 11. illustrates the application of normalized DCT to three
polar iris images (a-b-c). For the visualization purposes, we considered the logarithm of the
transform in (d-e-f) images. When comparing these images, we can deduce that the image
with highest texture information produces more uniform spectrum than others. In fact, the
less sharp image concentrates more energy in a minimum coefficient of low coordinates. We
obtained respectively the quality measures: 76%, 33% and 21%, which shows that the
uniformity measure of the spectral representation of image is appropriate for estimating the
texture information.
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- Consider a region of analysis R of size 48x240
- Subdivide R into n non-overlapping blocks B; of size 8x8. R={ B;, i=1..n}.
for each block B; do
- Compute R the DCT of B;. R(B;)={Rpq, p=1..8,q=1..8}
- Calculate R’ the normalize DCT of B;.. R'(B;)={R’pq} is defined as follows:

qu(Bi)
R'yBi) =<5
wlB) =5 Y Ryy(B) (18)
poa
- Estimate a local texture information score Qs (B;) by computing the energy of B;
1 . 2
Q(B)= aZZ(R pq(Bl')) (19)
P

end
- Evaluate a global texture information score Qg(I) by computing the entropy of Shannon
of local measures {(Q fB)i=1.n }. The entropy describe the energies distribution of the

energies of the standardized TCD image.

Q)0 =-5Q,(B)o5(Q,(B) 0)

Algorithm 3. Evaluation of texture information process

3.4.4 Scores fusion

To estimate the richness of texture, we generated a global quality index Q; by averaging the
three generated quality scores Q,, Q4 and Qy, respectively related to the occlusion, the
dilation and the texture information. We started by normalizing these scores in [0 .. 1] by the
function (6).

According to several experiments, we concluded that the image quality is not affected
when the occlusion rate doesn’t surpass 10%, the dilation score is less than 40% and the
sharpness score overcomes the 50%. Despite that, the image is inadequate when the
dilation score becomes 75% or the occlusion rate overcomes 60% or the sharpness score is
less than 35%. So, the normalized scores tend to 0 when the corresponding threshold are
reached.

3.5 Estimation of global quality score

In this part, we generated a global quality score Q which takes into consideration the
amount of available region and the efficiency of information contained in the iris image.
These criteria have already been evaluated by the quality scores Qs and Q. The validation of
these measures on the basis Casia v3 shows that both are important for quality assessment
also they are uncorrelated, then they were combined by averaging their value.

4. Experimentations and results

4.1 Iris database
In order to evaluated the accuracy of the proposed method, extensive experiments on Casia
v3 iris images are performed.
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Currently, Casia v3 presents the largest iris database available in public domain. It has been
released to more than 2 900 users from 70 countries since 2006. CASIAV3 includes three
subsets which are labelled as CASIA-IrisV3-Interval, CASIA-IrisV3-Lamp, CASIA-IrisV3-
Twins. All iris images are 8 bit gray-level JPEG files with 280x320 of resolution and collected
under near infrared illumination in different times. Most of the images were captured in two
sessions, with at least one month interval and the specula reflections from the NIR
illuminators on the iris texture introduce more intra-class variations (Casia, 2006).

To validate our method, we have considered 2641 images of 249 people in CASIA-IrisV3-
Interval database.

4.2 System evaluation

The experiments are completed in verification mode (one-to-one). In this system, the two
compared templates are similar and represent the same iris if the distance is less than a
given threshold value resulting from a training step. We measured the performance of the
method in terms of four rates: False Acceptance Rate (FAR), False Rejection Rate (FRR),
Equal Error Rate (ERR) which corresponds to the value where the FAR and FRR are equal
and the Measure of Decidability (MD) which estimated the degree of separability between
two distance distributions. An approximate measure of MD is given by equation (21):

MD =t — -1t (21)
1,2 2
Slo17+02")

Where (o4, 4,) corresponds to the standard deviation and mean of intra-class distribution

and (o, 1,) corresponds to the standard deviation and mean of inter-class distribution

4.3 Performance evaluation of the proposed recognition system

The proposed method is based on ULGP patterns and a quality measures which take into
consideration the segmentation accuracy and the quality of texture. So, we have conducted
two sessions of experiments. In the first session, we apply the typical system to demonstrate
the discriminating properties of the ULGP method. In the second session, we used the
proposed system to prove the importance of quality score to improve the accuracy. In the
following sections, we will present the performed tests and the obtained rates.

4.3.1 Evaluation of ULGP method

To evaluate ULGP method, two series of experiments are performed. In the first series of

experiments, we wanted to compare the performance of parameters which can be classified

in three classes:

e  Parameters of Gabor filters: frequencies and orientations

e  Parameters of Local Binary Patterns features: radius and neighbours number

e  Parameters of features extraction: statistical feature and the choice of blocks parameters
(size and overlap).

For each fixed parameters, all possible comparisons between irises are made to obtain a total

number of 1706849 on Casia v3 database including 8766 of intra-class comparisons and



Improving Iris Recognition Performance Using Quality Measures 259

1698083 of inter-class comparisons. We have illustrated results by plotting DET curves
(Detection Error Tradeoff) which represents the evolution of FRR against FAR for each
parameter (as shown in Fig. 12). Experimental results indicate that computing ULBP with
R=2 and P=16 and considering standard deviation in non-overlapping blocks of 10x10
achieve high recognition performance. The intra-class and inter-class distance distribution of
optimal parameters were illustrated in Fig. 13-a. This system achieved 0.68% of EER and
3.02 % of FRR where FAR=0.
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Fig. 12. DET curves for different parameters (a) ULBP rayon (b) Neighbours number (c)
Block size (d) Choice of block (e) Statistical feature

In the next series of experiments, we have evaluated three other approaches:

e Application of ULBP operators on iris polar image and division of obtained image into
non-overlapping blocks, then computation of statistical feature within each block.

¢  Generation of 16 Gabor filtered images, then for each output image, considering real
part to compute statistical coefficient in extracted blocks.

e Description of iris texture by 16 Gabor filters and generation of iris signature according
to “4 quadrants” coding phase.

Fig. 13 illustrate distance distribution of these experiments. As can be seen, Uniform Local

Gabor Patterns ULGP perform better than others. Table 1. summarized results of evaluation

of all approaches.

It has been confirmed experimentally that combining ULBP operators and Gabor filters

provide a good discrimination between iris patterns and achieved higher accuracies than

Gabor phase encoding.
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Fig. 13. Comparison between the results obtained by extraction of statistical features on
(a) ULGP representation (b) Gabor outputs (c) ULBP on iris texture (d) Coding Gabor phase

FRR/FAR=0 (%) EER (%) MD

Gabor phase 31.78 4.66 3.57
Gabor 8.47 1.97 417
ULBP 82.7 13.93 2.08
ULGP 3.02 0.68 4.67

Table 1. Reported results from different algorithms

4.3.2 Integration of quality scores to improve performance
4.3.2.1 Validation of quality scores on iris database

We calculated quality scores Qs , Q; and Q for all segmented images of Casia database. The
Distributions of Fig. 14 show the percentage of iris images in function of the quality level.
Fig. 14-a represents the distribution of irises according to Qs. we can see that the quality
score varies between 0.32 and 1 and most images are well segmented. Also, the distribution
(Fig. 14-b) shows that most images contain enough information to be identified. The score Q;
varies between 0.37 and 1.According to Fig. 14-c, we can consider that the base Casia v3 has
a medium quality and Q varies between 0.39 and 1.

Based on the distribution of the quality score Q, we fixed a number of decision thresholds
specifying the minimum quality to exploit the image by the system.

24%

36% 15%
30 18
® .
(0]
S 24 ©10 )
o b= «
@ 18 ] S12
s o] o
&1 a5 K
5-
6
0 0 0
02 04 06 08 1 02 04 06 08 1 02 04 06 08
Segmentation quality score Texture quality score Global quality score
() (b) ©

Fig. 14. Distribution of iris images based on quality index (a) Qs (b) Q: (c) Q
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4.3.2.2 Evaluation of the proposed recognition system

After of the integration of the quality measures in the recognition system, we evaluated the
system performance according to different quality thresholds. The tests are performed on
iris image classes specified according to the quality thresholds defined experimentally.
For each iris class, we calculated the similarity measures between all pairs of selected
images. In Fig. 15, we have shown three distributions obtained by selection of images
according to three quality thresholds Q: 70%, 75% and 80%.
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Fig. 15. Evolution of the distance distributions for different quality thresholds

By comparing these distributions with that obtained initially (Fig. 13-a) without considering
the quality index, we can notice that the elimination of poor quality images improves the
accuracy in the comparison. In fact, the overlap of two distributions (genuine and imposters)
decreases by raising the quality level of selection. Since the threshold is set in this overlap
area, we have to define a value for each class, then we verify the similarity of two irises by
comparing the threshold to the distance between their feature vectors.

Based on the distributions obtained for different quality thresholds Q, we calculated the rate
FAR, FRR, EER and MD for each distribution. We indicated in Table-2 the percentage of
selected iris and the obtained rates for each quality threshold. We may notice an
improvement of error rates by integrating the quality part in initial system and increasing
the quality threshold value.

Initial S, Sz Ss S4 Ss Se
% of database | 100% 94 % 85% 76% 70% 53% 36%
EER 0.68% 0.51% 0.4% 0.38% 0.16% 0.05% 0.02%

FAR/FRR=0 | 30.16% | 28.95% | 28.06% | 27.22% 0.38% 0.04% 0.01%
FRR/FAR=0 3.02% 2.63% 1.48% 1.29% 0.98% 0.97% 0.85%
MD 4,67 4,83 5,01 5,04 517 5,34 5,52

Table 2. Reported results from proposed recognition system

5. Conclusion

In this chapter, we have presented a novel iris recognition system which combines Gabor
filters and ULBP operators to characterize iris texture and a quality method to eliminate
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poor quality images. First, we have used Hough transform to segment iris. Then, we have
evaluated different iris borders to generate a segmentation quality score. This score is
combined with a quality texture score to define a global quality measure. So, we consider in
the feature extraction step only iris images which are correctly segmented and has sufficient
texture information for recognition. Then, we have applied a bank of Gabor filters to extract
directional texture information of the accepted iris image, then, the real part of each Gabor
transformed image is converted into ULGP index map and we have computed a set of
statistical measures in local regions. These features are concatenated to form the complete
feature vector. Finally, we have encoded relationship between values to generate an iris
template of 1920 bits. The similarity between templates is estimated by computation of the
Hamming distance.

The proposed method is tested on Casia v3 iris database. Our experiments illustrate the
effectiveness of ULBP to extract rich local and global information of iris texture when
combined with simultaneously multi-blocks and multi-channel method. Also, obtained
results show an improvement of iris recognition system by incorporating proposed quality
measures in the typical system.
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1. Introduction

Authentication is one of the most important aspects regarding all the operations that
may be performed from a mobile device. Starting up the device, making use of special
functions, phoning reserved numbers, reading mail, accessing some Internet applications like
e-commerce, electronic voting, e-learning, looking up the balance of a bank account or buying
a product in an online shop are examples of operations that are nowadays performed from a
mobile device and require authentication.

At present, most authentication procedures in mobile phones relies on handwritten
passwords, with all their limitations. In this context, biometric techniques may offer a better
solution to authenticate users according to their physical or behavioural characteristics.
Actually, there are already different approaches trying to join physical biometric techniques
and mobile phones, as ho Cho et al.|(2006), Jeong et al.| (2005), Kurkovsky et al.| (2010), Jeong
et al.| (2006) where users are authenticated through their iris or their faces [Tao & Veldhuis
(2006), lyi Han et al|(2007), [Ijiri et al.|(2006). Besides, some work has been also developed
with behavioral techniques in mobiles, authenticating users by means of their voice |[Shabeer
& Suganthi (2007), Lapere & Johnson| (1997), gait Mantyjarvi et al| (2005), Iso & Yamazaki.
(2006) or keystroke analysis (Clarke & Furnell (2007), Saevanee & Bhatarakosol| (2008).

In this chapter we propose to join handwritten signature, the most common biometric
technique |[Nalwa| (1997), in this mobile context. People are absolutely used to sign everyday
when buying with their credit card, picking up a letter from the post office, authorizing
operations on their name and lots of quotidian and legal scenarios else.

Consequently, we propose an adapted technique that allows people to authenticate
themselves by a signature when they carry out, from their mobile phones, operations they
used to perform in presence where they were used to authenticate themselves signing with
their handwritten signature in a paper.

The biometric technique proposed consists of authenticating users when they execute an
identifying gesture in the air (an in-air signature) while holding on their hand their mobile
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phone Guerra-Casanova et al.|(2010). This identifying gesture should be easily remindful but
complex enough to not being easily forgeable by other users. Creating a new personal gesture,
easily to be repeated by the original user, but difficult to be reproduced by different people
watching is not an easy task. Actually, most people who participated in this work chose their
own handwritten signature as their identifying gesture, since it is a graph people is very used
to repeat constantly.

To authenticate users within biometrics, it is necessary that users get enrolled in the system
previously Jain et al.{(2007). Actually, in the enrollment phase of the authentication technique
based on gestures, users should repeat three times their identifying gesture to create their
template of the gesture they will use as their signature to access the system.

When accessing the system, users only should repeat once their identifying gesture chose at
enrollment phase. Then, the gesture performed is compared with the template stored, and if
matches, the access is granted.

The main requirement of the technique is users should belong a mobile phone embedding
an accelerometer since it is the sensor needed to extract the information of the performance
of the gesture. This demand is not a problem since leader mobile phones manufacturers
are marketing devices fulfilling this task with a very growing sales volume. It is expected
that in several years, most mobile phones integrate an accelerometer resulting this proposed
biometric technique accessible for most of the population. For example, Apple sold more than
4 million iPhone mobiles, embedding an accelerometer, just in the three first months of 2009
Steve Dowling| (2009).

The in-air signature biometric technique provides several advantages:

® There are no additional widgets required to perform the signature, as any pen or any
surface, so users only need their mobile phone to authenticate themselves by performing
their signature in the air.

¢ The falsification of an in-air signature performed in this way is much harder to be forged as
the gesture is performed in 3-D with no references as surfaces in handwritten signatures.
Some experiments to verify this assumption are intended to be presented in this chapter.

e Users find this technique innovative but familiar so they are comfortable when performing
their signature in this way whereas they are also grateful because they believe they are
doing something novel.

According to these advantages, this authentication technique is expected to be widely
accepted by people using their mobile phones to perform operations with a higher level of
security. This assumption is based on the lack of invasiveness of the technique based on
gestures, joined to the similarities to the high accepted and extended handwriting signature
methods and the increase of security it providesJain et al.[(2002).

Although the in-air signature biometric technique seems quite similar to gesture recognition
approaches, the point of view are radically different. In gesture recognition the crucial aim is
to find a gesture from a database of known gestures that any person performs in a different
mannet, so it focus on finding similarities of samples of gestures. However, in our approach,
we will find similar gestures performed by different people (for example one person trying to
forge the authentic signature or another), but the main objective of this technique is to be able
to differentiate from similar but different gestures, as they may come from impostor users Hsu
et al.|(2009), citeHe08.
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This authentication technique provides an immediate application to the industry of mobile
phones. It might be adopted to increase the security of different operations:

® Operations in the mobile phone: In this case, the template of the user should be stored in
the mobile phone, and all the process to authenticate the user is executed in the device.

® Operations in a server: When users desire to execute an operation in a server through
Internet, they should authenticate previously by performing their in-air signature holding
their mobile. In this case, the in-air signature should be stored in the databases of the
server, carrying out the authenticating process out of the mobile.

e E-commerce operations: Operations requiring authorization of the bank would be
authenticated by performing an in-air signature. In this context, users should have been
enrolled previously in the bank, in whose databases the in-air signatures are stored.

This chapter is divided into the following Sections:

* Section 2] describes how the in-air signature technique has been implemented on a mobile
device. It starts with a motivation subsection where it is explained why a sequence
alignment algorithm has been selected to analyze the in-air signatures. After that, Longest
Common Subsequence algorithm is remembered to explain how has been adapted to this
context in the different approaches evaluated in this chapter. Finally, it is described how
the enrollment and authentication process is performed.

* Section [f] provides the description of the database of in-air signatures developed and
considered in this chapter, as well as the results obtained for the different approaches
assessed.

e Section E] concludes the chapter with the conclusions obtained and the future work that
may follow this study.

2. Implementation

This Section describes all the analysis method aspects included in the in-air signature
biometric technique proposed in this work. It starts with the motivation of applying an
algorithm based on obtaining the Longest Common Subsequence Bergroth et al.[(2000). After
that, a short review of LCS algorithm is included to be able to explain, afterwards, the
generalization of LCS algorithm used in this work. Besides, another approach based on LCS
is presented, consisting of using LCS to find the optimal global alignment and reconstruct
two repetitions of an in-air signature to calculate the similarity value with a direct distance.
Finally, the implementation of the algorithm in enrolling and verification phase is presented.

2.1 Motivation of applying Longest Common Subsequence algorithms to analyze
acceleration signals of in-air signatures

Users authentication by means of gestures in the air involves a high intra-class deviation
between the different performance of the in-air signatures, due to the fact that users are not
able to repeat their identifying gestures with full precision. Consequently, applying a direct
comparison method as Euclidean distance does not work properly.

Anytime users repeat their identifying gesture, they perform some parts of it faster or slower,
more or less pronounced, or holding the mobile slightly different. In spite of all these
variations, there exists an intrinsic part of the gestures remaining invariant that may be used to
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recognize the person. Indeed, although users do not repeat exactly their identifying gesture,
when they get used to repeat them, they are able to perform them naturally and in a quite
similar manner but with some little differences.

Particularly, the following differences are found in acceleration signals when repeating
gestures are found:

¢ Although the segmentation of the in-air signature is performed manually (there is a button
to push at the start and stop of the performance of the in-air signature), the beginning
of the gesture does not coincide. This happens because the time between users push the
button and starts drawing their in-air signature is variable.

¢ Inspite of performing the same in-air signature, there may exist peaks of acceleration more
pronounced than others, relatives to more abrupt movements.

* Gestures do not long exactly the same, since any repetition is different from each other.

¢ Furthermore, it may happen that differences between repetitions occur only in certain parts
of the performances of the gestures, where only some transitions are faster or slower than
their respective.

Correcting most of those little deviations is the main aim of preprocessing acceleration signals
of gestures through an alignment, keeping the intrinsic characteristics of the signals and
rectifying slightly variations. As a consequence, in spite of the different, but quite similar,
performance of the gesture, the system is able to assure the authenticity of the user.
According to this, the analysis algorithm required to compare the signals involved should
correct slightly differences but this characteristic is as important as not compensating
excessively. Otherwise, impostors would be able to imitate easily the gesture of another and
forge the system, compromising the security of the authentication technique.

Indeed, the problem introduced to analyze acceleration signals of gestures has some analogies
to global alignment algorithms, as Longest Common Subsequences, where the objective is to
find the invariant information stored in two sequences independently of slightly differences.
Consequently, both problems provide two signals to be compared which may have little
differences but an important part of them remaining invariant.

2.2 LCS algorithm review

This algorithm provides directly a similarity value between two different sequences of values.
LCS algorithm is based on finding the longest common subsequence of two sequences|Wagner
& Fischer| (1974). This common subsequence is the one with lower edition distance, so both
initial sequences can derived into the longest common subsequence within the lowest number
of insertion and deletion operations|Durbin et al.|(2006).

Formally, a common subsequence of two sequences v = v1...0;, W = Wj ... Wy, is defined
as a sequence of positions in v, so that 1 < i; < ... < i, < n and a sequence of positions in
w,sothat1 < j; < ... < ji < m fulfilling that the respective values of positions in v and w
coincide, which means that, v;; = Wit forl <t <k

LCS algorithm is implemented defining a Matrix S that will be filled recursively with dynamic
programming technique. The size of Matrix S is n X m and it is completed according to
Equation|[T}
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Si—ij + 0
Sij—1+0
Si—1j-1t 1, ifv; = wj
§i—1,j—1 T 0, if v; # w;

)

Si,j = maxX

This equation includes the following aspects:

¢ The fist term of Equation [I| corresponds to the case when v; is not present in the longest
common subsequence of v and w (deletion in v; or insertion in w]-).

* The second term represents the case when w; is not present (deletion in w; or insertion in
v;)
¢ The third term symbolizes the possible case when v; and w; are part of the longest common

subsequence. Actually, when it happens that v; = w; a 1 values is added in order to find
the longest common subsequence.

* The forth term stands for the case when neither v; nor w; are part of the longest common
subsequence (two deletions or insertions in v; and w]-)

When matrix S is completed, the value of 6 = s, ;; provides the length of the longest common
subsequence. This value is itself a metric that compares the similarity of two sequences, the
higher the more similar and vice versa.

2.3 Generalization of LCS algorithm

Classical LCS algorithm only assume that two points of the sequences in comparison belong
to the longest common subsequence when their value is exactly equal. This premise is widely
used when the alphabet of the values of the sequences is closed, which means that the
possible values of the sequences are known and limited. For example, in genetic sequence
alignment problems, the possible values of the genes are previously recognized and easily
differentiabled. However, in the context of acceleration signals, quite similar values that
belongs to the same point are classified as different, when it might not be.

According to this, a generalization of LCS algorithm is proposed by extending Equationwith
Equation 2}

Si—ij+0

Sij—1+ 0
si—1,j-1+ 1, if v —w| <9
si-1j-1+0, if [v; —wj| £ ¢
Consequently, in this approach it is not necessary that v; and wj are exactly the same values,
but only with a lower difference than .
This generalization may be represented by Equation 3}

@

Sl',]' = max

Si—i,j+ 0
$;,j = max sij—1+0 3)
si—1,j-1+ C(vi, wj, )
In EquationC is a function of v; and w; according to Equation
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Liflo;—wj| <9
0,iflv; —w;| £ ¢
According to this Equation, classical LCS algorithm is a particular method of this expression
with ¢ = 0. In this work, it has been proposed a step function to model {, however, some other
functions may be useful in order to compare whether two points of two sequences belong
to the longest common subsequence. Furthermore, an extension of this algorithm may be
proposed including fuzzy logic so that two points have a percentage of probability to belong
to the longest common subsequence, which may be modeled by a Gaussian, sigmoid or linear
function.

(oi, wj, ) = max{ )

2.4 An alignment and reconstructing approach

Previously, a metric based on the value of s, has been proposed to compare the similarity
of two sequences. A different approach introduced in this work relies on utilizing the longest
common subsequence as a method to find the optimal alignment between two sequences, and
after that, trying to rebuild them in an optimal manner.

The longest common subsequence is obtained directly from matrix S. The procedure consists
of finding the path joining element s, ,;, with s; 1, considering that in the Equation of filling S:

e If the maximum value has been obtained through the first element, it correspond a <
movement in S.

¢ If the maximum value has been obtained from the second element, the correspondent
movement is vertical 1.

e If the maximum value comes from the third element, it represents a diagonal movement in

SR

The optimal alignment of two sequences when their longest common subsequence has been
obtained consists of including a gap (“zero value”) in v; when a horizontal movement is
required or a gap in w; when the movement is vertical. Diagonal movements do not include
gaps.

Then, every zero value is interpolated in order to reduce the differences between aligned
signals. The interpolation method consists of substituting each zero value by the previous
non-zero value of the sequence.

In this point, the initial sequences v and w have been aligned optimally and interpolated,
deriving in v’ and w’. The metric used to quantify the similarities between them implies
calculating the absolute distance of v’ and w' following Equation

L/
&= (v —w))? 5)

i=0
Because of including gaps in the sequences in the optimal alignment procedure, the length of
the signals may have increased to L', whose maximum valuesis L’ < m + n.
In conclusion, after the analysis of two sequences, a score value ¢/ has been obtained
quantifying the similarity of both sequences. In the previous approach, the higher ¢ is
the more similar sequences are, but in this one, it happens the opposite; the more similar
sequences are those with a lower J.
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2.5 Application to in-air signatures

According to the previous subsections, when two sequences are compared a value ¢ is
obtained in order to quantify the similarity of both sequences. This is also extensive to in-air
signature acceleration signals, with only one consideration: Each in-air signature repetition
consists of three signals, representing the accelerations on axes X, Y and Z.

In this work we propose to compare two repetitions of in-air signatures by evaluating the
acceleration signal of each axis separately. Consequently, for each in-air signature comparison,
three signal comparisons are required, deriving in three values 6y, d, and 4, representing the
similarity of the signal of each axis separately.

Finally, the value of similarity of the complete signatures, A, is obtained as the average of the
values obtained on each axis separately.

2.6 Implementation of enrolling process

Users enrolling with their mobile phones should repeat three times their identifying gesture,
as precisely as they are able.

These three repetitions are analyzed by pairs, obtaining three values of the similarities
between the different performances of their in-air signatures (A1, Ay 3 and Ay 3).

From these values, the parameter i is calculated following Equation [6}

Do+ A3+ D3
S — (6)
Parameter pur provides information about the ability of the user to repeat his/her in-air
signature, which would be essential in the access process to infer whether the accessing
attempt belongs to the real user or not.
The in-air signature template of each user is composed by:

¢ The signals of accelerations on each axis of each repetition of the in-air signature the user
performed at enrollment phase.

e Parameter ut representing the similarity between both three repetitions.

2.7 Implementation of accessing process

Users should authenticate themselves in their mobile phone by repeating once the in-air
signatures they chose at enrolment phase.

This accessing in-air signature includes three acceleration signals, corresponding to the three
axes X, Y and Z. This access attempt is compared with each of the three samples composing
the template, deriving in three similarity values (A4 1, Aa2 and A4 3) obtained as described
previously.

Finally, a global score is calculated including the similarities with each sample of the template
as well as parameter i obtained at enrollment phase. This global score follows Equation[7]

_Ban+Bap+ABas @
3ur

Finally, depending on the behavior of the similarity values, the accessing attempt is rejected
or accepted according to a threshold value ® following these considerations:

b4

e If a high J stands for high similarity, the accessing attempt is accepted when ¥ > O,
otherwise is rejected.
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¢ If a high ¢ represents low similarity, the accessing attempt is accepted when ¥ < ©,
otherwise is rejected.

It is remarkable that the selection of an optimal © is crucial in order to reduce false positives
and negatives errors. In this approach, ©® value will be set up to the value of Equal Error
Rate, when the False Rejection Rate is equal to the False Acceptance Rate. In spite of this,
©® value might be modified in order to reduce one of the rates at the expense of increase the
other. This might be interesting if users do not care about repeating sometimes twice their
in-air signature.

3. Experiments

3.1 Database

According to the knowledge of the authors, there are no public databases of in-air signatures
performed a mobile embedding an accelerometer. Therefore, a private database has been
created in order to obtain a significant number of samples in order to evaluate the algorithms
previously proposed.

This database contains in-air signatures of 50 different users, who have created their
identifying gesture trying to select in-air signatures easily remindful and complex enough
to not be forged automatically. Most of the users chose to perform in the air their own
handwritten signature as their identifying gesture in this biometric technique.

Users repeated 8 times their in-air signature in front of a video camera. Afterwards, 6 people
tried to falsify each original in-air signature from studying those records. Each falsifier tried 7
times to forge each in-air signature.

All of the original and falsifying samples of the database have been obtained sampling the
in-air signatures at a rate of 50 Hz.

3.2 Results

From the analysis of the samples in the database created, an “active impostor attack” scenario
has been represented, to evaluate the performance of the in-air signature biometric technique
with real attempts of falsification.

Three random samples of each user would be considered as the repetitions performed
at enrollment phase. With these samples, the enrollment procedure is execute, obtaining
parameter y7 for each user. The rest of samples of each user would be considered as original
access attempts whereas the falsifying samples of each user will symbolize fraudulent access
attempts to the system.

Each experiment presented in this work has been repeated five times; each repetition implies
a different selection of the samples composing the template of each user. Results present the
average and deviation of all of them.

The metric used to evaluate the performance of the algorithm will be Equal Error Rate
Wayman et al.|(2004). This rate is obtained as follows:

¢ Analysis of original samples: The original access attempt samples of each gesture are used
to calculate False Rejection Rate, since they are authentic attempts of accessing the system.
For each original trial ¥ is obtained when comparing the accessing gesture with the three
gestures of the original user template, considering the correspondent yt of the user.
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® Analysis of falsified samples: All the impostor attempts trying to access the system are
used to evaluate False Acceptance Rate. For each falsification trial, ¥ is also obtained as
the value of comparing the sample with the template considering, as well, parameter yr
of the user.

¢ Obtention of False Acceptance Rate (FAR) and False Rejection Rate (FRR): FAR and FRR
are obtained in terms of ® as follows:

— If a high J value stands for high similarity, the % of original samples that are under ®
in case of False Rejection Rate and the % of falsified samples that are over © in case of
False Acceptance Rate. In this case, it is accomplished that when © is very high, most
falsifications are rejected but so do some original access. However, the lower ©, the
more original access are authentic allowed but also the more falsifications are granted.

— If a low ¢ value stands for high similarity, the % of original samples that are over © in
case of False Rejection Rate and the % of falsified samples that are under ® in case of
False Acceptance Rate. In this case, the behaviour of FAR and FRR in respect with ® is
the opposite.

¢ Obtention of Equal Error Rate (EER): EER is defined as the value of the error when False
Acceptance Rate is equal to False Rejection Rate, and it is the metric commonly used to
measure the performance of the biometric technique.

Usually, the performance of the biometric systems is represented by a Receiver Operating
Characteristic figure (ROC) [Fawcett| (2006), where axis X represents False Matching Rate
(FMR) and axis Y True Matching Rate (TMR). When Failure-to-acquire (FTA) rate is 0 (as in
the experiments presented in this article, since the samples evaluated come from a closed
database), it is verified that FMR=FAR and FNMR=FRR. Besides, FNMR is defined as
FNMR=1-TMR. Consequently, when FTA=0, it is equivalent to represent a ROC figure within
FMR vs. TMR and FAR vs. (1-FRR). Moreover, Equal Error Rate is defined as the intersection
of the line where FAR=FRR so it is also equivalent to calculate EER as 1-EER’ considering EER’
the intersection between ROC curve and FAR=1-FRR line.

Assuming all these considerations, the following approaches to calculate the similarity score
between two acceleration signals are evaluated:

¢ Calculating similarity score applying LCS algorithm.

¢ Calculating similarity score through absolute distance, aligning previously the sequences
with LCS.

¢ Calculating similarity score applying Generalized LCS algorithm.

¢ Calculating similarity score through absolute distance, aligning previously the sequences
with Generalized LCS.

3.2.1 Calculating similarity score applying LCS algorithm

When applying Longest Common Subsequence algorithm to analyze the in-air signatures of
the database created as explained in Section 2.2} the following results are obtained.

In Table [1] the Equal Error Results obtained on each of the repetition of the experiment is
presented, as well as the average value:

These values are represented in Figure

An average value of EER of 5.284-0.63% is finally obtained with this approach.
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EER; |EER; | EER3 | EERy | EERs|EERguerage| EERq1g
5.37%6.09% |5.22%5.40% |4.33%| 5.28% | 0.63%

Table 1. EER results when obtaining the similarity score of in-air signatures applying LCS
algorithm

Ecual Error Fate (3]
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Fig. 1. Representation of EER results when obtaining the similarity score of in-air signatures
applying LCS algorithm

EER; | EERy | EER3 | EERy | EERs |EERauerage| EERq
14.51%|10.63%|12.48%|14.09%|12.96%| 12.93% | 1.52%

Table 2. EER results when finding the optimal alignment within LCS algorithm, interpolating
and calculating absolute distance as the similarity score of in-air signatures

3.2.2 Calculating similarity score through absolute distance, aligning previously the
sequences with LCS

When utilizing LCS algorithm to find the optimal alignment of two in-air signatures, and then

interpolating as explained in the results of each repetition of the experiment are presented

in Table &}

These values are represented in Figure E}

This approach obtains an EER value of 12.93+1.52 %, much worse than obtaining directly the

score of LCS.

3.2.3 Calculating similarity score applying Generalized LCS algorithm
One more approach previously explained is based on generalize LCS algorithm with a step
function ¢ (v;, wj, ). In Tablethe average EER results for different values of i are presented,



Application of LCS Algorithm to Authenticate Users
within Their Mobile Phone Through In-Air Signatures

275

20 : :

(2]

Equal Error Rate

1
1 135 2 25

Murnber of Experiment

1
3 35

45

Fig. 2. Representation of EER results when obtaining the similarity score of in-air signatures

applying LCS algorithm to align the signals, interpolating and calculating the absolute

distance of the signals

EER(%)

0.05

5.65+0.47

0.1

3.94+0.21

0.15

3.58+0.78

0.2

4.27+0.52

0.25

5.05+1.12

0.3

4.92+0.45

0.35

5.50 £0.84

0.4

6.411+0.45

0.45

6.40+£0.31

Table 3. EER results when obtaining the similarity score of in-air signatures applying a

generalized LCS algorithm

utilizing LCS algorithm as a direct manner to obtain a similarity score between two in-air

signature repetitions.

These values including average and deviation results are represented in Figure[5}

Some configurations of generalized LCS improve the performance results of classic LCS. In
particular, an optimal EER value of 3.58+0.78 has been obtained when utilizing p = 0.15
as the maximum value that two points are considered that belongs to the longest common

subsequence.
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Fig. 3. Representation of EER results when obtaining the similarity score of in-air signatures
applying a generalized LCS algorithm

¢ | EER(%)
0.05[9.1241.05
0.1 [6.634+1.07
0.15[6.1140.82

0.2 |6.241+0.89

0.25|5.67£0.63
0.3 16.251+0.81
0.35(7.08+£0.87
0.4 16.84+1.25
0.45(7.06£0.98

Table 4. EER results when finding the optimal alignment within a generalized LCS algorithm,
interpolating and calculating absolute distance as the similarity score of in-air signatures

3.2.4 Calculating similarity score through absolute distance, aligning previously the
sequences with generalized LCS

The generalization of LCS depending on ¢ has been also applied to the optimal alignment and

interpolation approach, obtaining the average EER results presented in Table E}

These values with their respective deviations are represented in Figure E}
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Fig. 4. Representation of EER results when obtaining the similarity score of in-air signatures
applying a generalized LCS algorithm to align the signals, interpolating and calculating the
absolute distance of the signals

In this case, utilizing a ¢ > 0 value in the generalization of LCS implies a much better
performance in respect to utilizing LCS to align and calculating afterwards a direct distance.
In spite of this, the results when obtaining the score directly from the LCS algorithm are much
better than this interpolating and calculating distance approach.

4. Conclusion and future work

Security in mobile devices may take advantage of the use of biometrics in order to authenticate
the identity of the real person behind a mobile device. Nowadays, most of the applications
requiring authentication rely on the use of passwords, with all their limitations.

At present, there are already other works trying to utilize biometric characteristics in mobile
devices to authenticate users. In this article, a handwritten signature technique adapted to
mobiles is proposed. This biometric technique is based on recognizing an identifying gesture
carried out in the air. To accomplish this aim, users are authenticated by a gesture they
perform moving their hand holding an accelerometer-embedded mobile device.
Authentication procedure requires uses to be enrolled in the system by repeating three times
their in-air signature, invented by them. Afterwards, they are able to entry the system by
performing it again.

As users are not able to repeat their in-air signatures accurately, different algorithm based
on sequence alignment have been proposed to correct slightly differences between different
repetitions of a gesture and provide a metric to quantify the similarities between them.

In particular, we have utilized four approaches based on the Longest Common Subsequence:

¢ The LCS algorithm to obtain a score of similarity of two sequences.
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e The LCS algorithm to perform an optimal global alignment between two sequences, an
interpolation the gaps previously introduced and a calculation of the absolute distance.

¢ A generalized LCS algorithm to obtain the score.

¢ A generalized LCS to align, interpolate and calculate absolute distance.

All these approaches have been evaluated within a database of 50 users who repeated 8 times
their in-air signature holding a mobile device, and 6 people trying to forge each original
gesture from video records.

From the results presented it can be concluded that:

¢ The performance of the LCS algorithm to obtain the score is better than to align the signals,
interpolate and calculate absolute distance.

¢ Including the generalization proposed improves the results of classical LCS algorithm.

¢ An optimal EER value of 3.58+0.78 (%) has been obtained with utilizing the generalized
(¥ = 0.15) LCS algorithm to obtain the similarity score to compare two performances of
in-air signatures.

As future work, some other time series distances, as Dynamic Time Warping |Berndt & Clifford
(1994), may be used or other different approaches based on statistical method should be
evaluated |Suk et al.|(2010), Lee & Kim!|(1999).

5. References

Bergroth, L., Hakonen, H. & Raita, T. (2000). A survey of longest common subsequence
algorithms, String Processing and Information Retrieval, 2000. SPIRE 2000. Proceedings.
Seventh International Symposium on, pp. 39-48.

Berndt, D. J. & Clifford, J. (1994). Using dynamic time warping to find patterns in time series,
KDD Workshop, pp. 359-370.

Clarke, N. & Furnell, S. (2007). Authenticating mobile phone users using keystroke analysis,
International Journal of Information Security 6: 1-14.

Durbin, R., Eddy, S., Krogh, A. & Mitchison, G. (2006). Biological sequence analysis: Probabilistic
Models of Proteins and Nucleic Acids, eleventh edn, Cambridge University Press.

Fawcett, T. (2006). An introduction to roc analysis, Pattern Recogn. Lett. 27: 861-874.

Guerra-Casanova, J., Sanchez-Avila, C., de Santos-Sierra, A., del Pozo, G. B. & Jara-Vera,
V. (2010). A real-time in-air signature biometric technique using a mobile
device embedding an accelerometer., in F. Zavoral, J. Yaghob, P. Pichappan &
E. El-Qawasmeh (eds), NDT (1), Vol. 87 of Communications in Computer and Information
Science, Springer, pp. 497-503.

ho Cho, D, Park, K. R, Rhee, D. W,, Kim, Y. & Yang, J. (2006). Pupil and iris
localization for iris recognition in mobile phones, Software Engineering, Artificial
Intelligence, Networking and Parallel/Distributed Computing, International Conference on
& Self-Assembling Wireless Networks, International Workshop on 0: 197-201.

Hsu, W.-H., Chiang, Y.-Y,, Lin, W.-Y,, Tai, W.-C. & Wu, ].-S. (2009). Integrating lcs and svm for
3d handwriting recognition on handheld devices using accelerometers, Proceedings of
the 3rd International Conference on Communications and information technology, CIT’09,
World Scientific and Engineering Academy and Society (WSEAS), Stevens Point,
Wisconsin, USA, pp. 195-197.



Application of LCS Algorithm to Authenticate Users
within Their Mobile Phone Through In-Air Signatures 279

Ijiri, Y., Sakuragi, M. & Lao, S. (2006). Security management for mobile devices by face
recognition, Mobile Data Management, 2006. MDM 2006. 7th International Conference
on, pp. 49 —49.

Iso, T. & Yamazaki, K. (2006). Gait analyzer based on a cell phone with a single three-axis
accelerometer, MobileHCI "06: Proceedings of the 8th conference on Human-computer
interaction with mobile devices and services, ACM, New York, NY, USA, pp. 141-144.

Jain, A. K., Flynn, P. & Ross, A. A. (2007). Handbook of Biometrics, Springer-Verlag New York,
Inc., Secaucus, NJ, USA.

Jain, A. K., Griess, E. D. & Connell, S. D. (2002). On-line signature verification, Pattern
Recognition 35(12): 2963 — 2972.

Jeong, D., Park, H.-A,, Park, K. & Kim, J. (2005). Iris recognition in mobile phone based on
adaptive gabor filter, in D. Zhang & A. Jain (eds), Advances in Biometrics, Vol. 3832 of
Lecture Notes in Computer Science, Springer Berlin Heidelberg, pp. 457-463.

Jeong, D.S., Park, H.-A., Park, K. R. & Kim, J. (2006). Iris recognition in mobile phone based on
adaptive gabor filter, Advances in Biometrics, International Conference, ICB 2006, Hong
Kong, China, January 5-7, 2006, Proceedings, pp. 457—463.

Kurkovsky, S., Carpenter, T. & MacDonald, C. (2010). Experiments with simple iris recognition
for mobile phones, Information Technology: New Generations, Third International
Conference on 0: 1293-1294.

Lapere, M. & Johnson, E. (1997). User authentication in mobile telecommunication
environments using voice biometrics and smartcards, IS&N 97: Proceedings of the
Fourth International Conference on Intelligence and Services in Networks, Springer-Verlag,
London, UK, pp. 437-443.

Lee, H-K. & Kim, J. H. (1999). An hmm-based threshold model approach for gesture
recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence 21: 961-973.

Mantyjarvi, J., Lindholm, M., Vildjiounaite, E., Makela, S. M. & Ailisto, H. A. (2005).
Identifying users of portable devices from gait pattern with accelerometers, Acoustics,
Speech, and Signal Processing, 2005. Proceedings. (ICASSP '05). IEEE International
Conference on, Vol. 2, pp. ii/973-ii/976 Vol. 2.

Nalwa, V. S. (1997). Automatic on-line signature verification, Proceedings of the IEEE,
pp- 215-239.

Saevanee, H. & Bhatarakosol, P. (2008). User authentication using combination of behavioral
biometrics over the touchpad acting like touch screen of mobile device, Computer and
Electrical Engineering, International Conference on 0: 82-86.

Shabeer, H. A. & Suganthi, P. (2007). Mobile phones security using biometrics, Computational
Intelligence and Multimedia Applications, International Conference on 4: 270-274.

Steve Dowling, Nancy Paxton, J. H. (2009). Apple reports first quarter results.

URL: http:/fwww.apple.com/pr/library/2009/01/21results.html

Suk, H. L, Sin, B. K. & Lee, S. W. (2010). Hand gesture recognition based on dynamic bayesian
network framework, Pattern Recogn. 43: 3059-3072.

Tao, Q. & Veldhuis, R. (2006). Biometric authentication for a mobile personal device, Mobile
and Ubiquitous Systems, Annual International Conference on 0: 1-3.

Wagner, R. A. & Fischer, M. J. (1974). The string-to-string correction problem, |. ACM
21:168-173.

Wayman, J. L., Jain, A. K., Maltoni, D. & Maio, D. (2004). Biometric Systems: Technology, Design
and Performance Evaluation, Springer-Verlag New York, Inc., Secaucus, NJ, USA.



280

Advanced Biometric Technologies

yi Han, S., Park, H.-A., Cho, D. H,, Park, K. R. & Lee, S. (2007). Face recognition based on

near-infrared light using mobile phone, Adaptive and Natural Computing Algorithms,

8th International Conference, ICANNGA 2007, Warsaw, Poland, April 11-14, 2007,
Proceedings, Part 11, pp. 440-448.



14

Performance Comparison of Principal
Component Analysis-Based Face
Recognition in Color Space

Seunghwan Yoo!, Dong-Gyu Sim?, Young-Gon Kim! and Rae-Hong Park!
1Sogang University,

2Kwangwoon University,

South Korea

1. Introduction

Light reflected from an object is multi-spectral, and human beings recognize the object by
perceiving color spectrum of the visible light (Wyszecki & Stiles, 2000). However, most of
face recognition algorithms have used only luminance information (Bartlett et al., 2002;
Belhumeur et al., 1997; Etemad & Chellappa, 1997; Liu & Wechsler, 2000; Turk & Pentland,
1991a, 1991b; Wiskott et al., 1997; Yang, 2002). Many face recognition algorithms convert
color input images to grayscale images by discarding their color information.

Only a limited number of face recognition methods made use of color information. Torres et al.
proposed a global eigen scheme to make use of color components as additional channels
(Torres et al., 1999). They reported color information could potentially improve performance of
face recognition. Rajapakse et al. proposed a non-negative matrix factorization method to
recognize color face images and showed that the color image recognition method is better than
grayscale image recognition approaches (Rajapakse et al., 2004). Yang et al. presented the
complex eigenface method that combines saturation and intensity components in the form of a
complex number (Yang et al, 2006). This work shows that the multi-variable principal
component analysis (PCA) method outperforms traditional grayscale eigenface methods. Jones
II and Abbott showed that the optimal transformation of color space into monochrome form
can improve the performance of face recognition (Jones III & Abbott, 2004), and Neagoe
extended the optimal transformation to two-dimensional color space (Neagoe, 2006).

Color images include more visual clues than grayscale images, and the above-mentioned
work showed effectiveness of color information for face recognition. However, there is lack
of analysis and evaluation regarding the recognition performance in various color spaces. A
large number of face recognition algorithms (Bartlett et al., 2002; Belhumeur et al., 1997;
Etemad & Chellappa, 1997; Liu & Wechsler, 2000; Turk & Pentland, 1991a, 1991b; Wiskott et
al.,, 1997; Yang, 2002) have been presented.

This paper is an extended version of the paper (Yoo et al., 2007), in which analysis of the
recognition rate in various color spaces with two different approaches in CMU PIE database
(Sim et al., 2003; Zheng et al., 2005) and color FERET database (Phillips et al., 1998, Phillips et
al.,, 2000) is supplemented. Note that PCA-based algorithms are employed since they are the
most fundamental and prevalent approaches. Recognition performance is evaluated in various
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color spaces with two different approaches (independent and concatenated processing). SV,
RGB, YCg'Cr, YUV, YCbCr, and YCgCb color spaces are used for investigation of
performance analysis. Experimental results show that use of color information can give
significant improvement in terms of the recognition rate in CMU and FERET database which
contain a large number of face images with wide variation of illumination, facial expressions,
and aging for test sets. To use color information for PCA-based face recognition, we adopt two
kinds of approaches: independent and concatenated PCA-based face recognition.

The rest of the paper is organized as follows. In Section 2, a fundamental eigenface method
is introduced. In Section 3, two schemes for color PCA-based face recognition are introduced
and in Section 4, six color spaces for face recognition are described. Performance comparison
of the face recognition for six color spaces is presented in Section 5. Finally, Section 6 gives
conclusions and future work.

2. Eigenface face recognition

Turk and Pentland proposed the eigenface-based face analysis that is based on the PCA for
efficient face recognition (Turk & Pentland, 1991a, 1991b). The algorithm consists of two
phases: training and recognition phases. In the training phase of the eigenface method,
eigenvectors are calculated with a large number of training faces. The computed
eigenvectors are called as eigenfaces. Then, faces are enrolled in a face recognition system by
their projection onto the eigenface space. In the recognition phase, an unknown input face
can be identified by measuring the distances of the projected coefficients between the input
face and the enrolled faces in database.

2.1 Eigenface space decomposition

Dimension of an image space is so high that it is often not only impractical but also
inefficient to deal with all the data of images in their own dimensions. PCA enables to
optimally reduce the dimensionality of images by constructing the eigenface space which is
composed of eigenvectors (Turk & Pentland, 1991a, 1991b). An algorithmic procedure of
eigenface decomposition is briefly described in the following.

Let {x;,x,, ..., xMt} be a training set of face images, and x; represent the ith training face
image which is expressed as an Nx1 vector. Note that M; signifies the number of training
images and N denotes the total number of pixels in an image. The mean vector u of the
dataset is defined by

1%
=Sy, 1)
R=o ; ;
Then, the NxN covariance matrix C of the dataset is computed by

1 T
=L - - w)' @
M5
where the superscript T denotes a transpose operation. The eigenvalues and the
corresponding eigenvectors of C can be computed with the singular value decomposition
(SVD). Let Ay, Ay, ..., Ay be eigenvalues of C, where the eigenvalues are ordered in decreasing
order, and uy, u, ..., uy represent N eigenvectors of C. Note that the ith eigenvalue, A; is
associated with the ith eigenvector, u;. The eigenvectors having larger A; are considered as be
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more dominant axis to represent the training face images. We can choose N' eigenvectors as
the eigenface space for face recognition (N’<<N).

2.2 Projection onto the eigenface space

A face image is transformed by projecting it onto the eigenface space. Let {y;,y,, ...y Mg}
be a gallery set of face images, where M, is the size of the gallery set. Then, the weight wj of
y; with respect to the kth eigenface can be obtained by

oy = ui(y; ~ ) ®)
and all the weights are represented by a weight vector, Q; =[w;; @, @ ]T .
2.3 Classification
Given an unknown face image, we obtain the weight vector, Q=[o @, -0, ", by
projecting it onto the eigenface space. Then, the input face image can be classified using the
nearest neighborhood classifier. The distances between the input face and the other faces in
the gallery are computed in the eigenface space. The Euclidean distance between the input

face and the ith face image in the gallery set is defined by

N
de(gfgi)zz‘wk_wik ’ @)
k=1
whereas the Mahalanobis distance is defined by
1,(2,9)= Yooy ®)
Q,Q. )= —|w, —w,| . 5
m i = \/2 k ik

The identity of the input face image can be determined by finding the minimum distance
with a distance measure such as the above-mentioned distance function. The decision rule
for face recognition can be expressed as

i =arg min d(Q,Q;) , 6)

matching 1<i<M

where iyaiching is the index indicating the identified person.

3. Face recognition in different color spaces

In general, color images have three components or channels: red (R), green (G), and blue (B).
To apply the eigenface method to color facial images, two methods are employed. One way
is to combine outcomes of independent PCA for each color component (independent
processing), whereas the other is to serially concatenate three color components into a single
component (concatenated processing). In this section, we will describe these two approaches
for face recognition in different color spaces.

3.1 Independent color face recognition
Each color component of a signal can be independently fed into an eigen-face method, as
shown in Fig. 1(a). The final decision is made with the distances from three independent
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eigenface modules (Torres et al., 1999). Fig. 1(a) shows the block diagram of the face
recognition system (independent processing) for multi-channel face images. First, color
space conversion is performed, i.e., three components of RGB color space, xg, Xg, and xp, are
converted into three other color components xci, Xc2, and xcs3. At the second stage, the
eigenface analysis is performed for each component independently. Then, the three distance
vectors, dci, dcz, and dc are consolidated with weighting factors and a person in the
database is finally identified.

3.2 Concatenated color face recognition

The simple way to process a multi-channel signal is to concatenate independent multiple
components into a single component (concatenated processing) and process it as if it is
obtained from a single channel, as shown in Fig. 1(b). xr, xc, and xp are Nx1 vectors,
denoting red, green, and blue components of an input face image, respectively, while xc is a
3Nx1 vector, representing a serially combined input for a color eigenface system. dc is an
Mx1 vector that represents the distance between the input and M, persons in a gallery. In
this way, the multiple-component signal is converted into a single channel signal. The
number of components becomes one, whereas the length of the component increases as
many times as the original number of components. Then, the eigenface method is applied to
the combined signal.

X, X, Eigenface | d,
—
method
X Color X Eigenface | d., o Decision
—> space thod = Classification | =
conversion metho
X, X, Eigenface | dg;
—
method
()
XCI
X, Serial
R _ _
combination
X Color Xe o Decision
—> space Classification | >
conversion
X Eigenface | d.
—
method
(b)

Fig. 1. Block diagram of the face recognition system using color information. (a)
Independent processing, (b) Concatenated processing.

In the case of color images which consist of three channels, (RR...), (GG...), and (BB...), the
concatenated signal will be expressed as (RGBRGB...).
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4. Color spaces for face recognition

Even though most of digital image acquisition devices produce R, G, and B components, the
RGB color space is converted into different color spaces for each application. For face
recognition, the eigenface analysis in the RGB color space domain is known not to be
effective, because R, G, and B components are largely correlated with each other. Some
literatures also pointed that the RGB domain is inadequate for face recognition (Torres et al.,
1999). Instead of RGB color space, other color spaces that are less correlated between their
components should be investigated for face recognition. In this work, performance
evaluation is conducted on SV, RGB, YCg'Cr’, YUV, YCbCr, and YCgCb color spaces.

The HSV and HSI color spaces are the well-known color spaces reflecting the human visual
perception and they are composed of hue (H), saturation (S), and value (V)/ intensity (1)
(Jack, 2001). The conversion equations are given by

o, if B<G
|360-6, ifB<G ?
3

S=1-————[min(R,G,B 8
®eGrp) MR EE) ®

V=max(R,G,B), 1=RrC*+B
3 )

where 6 is computed by
05| (R-G)+(R-B

6 =cos™" [( )+ )] (10)

(R-c)*+(r-B)(G-B)]

The YUV color space consisting of luminance (Y) and chrominance (U, V) components has
been widely used for video transmission systems. The black-and-white video systems use
only Y information and U and V components are added for color systems. RGB to YUV
conversion can be performed by

Y 0299 0587 0.114 ||R
Uj|=|-0148 -0.291 0436 ||G|. (11)
1% 0.615 -0.515 -0.100|| B

The YCbCr color space is an alternative to the YUV color space by employing an offset value
for each component. It is used for multiple coding standards. This color space is also known
as an effective space for skin color segmentation (Chai & Ngan, 1999) and the conversion
matrix is defined by

Y 0.257 0504 0.098 || R 16
Cb|=|-0148 -0.291 0439 ||G|+|128]. (12)
Cr 0.439 -0.368 -0.071| B 128
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The YIQ color space is related to the YUV color space. The ‘I’ represents ‘inphase’ and the
‘QQ’ does ‘quadrature’, which is based on quadrature amplitude modulation. I and Q from U

and V are computed by
I 0 1} cos33° sin33°|lU
- . . (13)
Q 1 0| —-sin33° cos33°||V

The YCgCr color space was proposed for fast face segmentation (De Dios & Garcia, 2003).
This color space produces another chrominance component Cg instead of Cb in YCbCr.
Moreover, the YCg'Cr’ color space was derived by rotating the CgCr plane for face
segmentation (Dios & Garcia, 2004). YCgCr and YCg'Cr’ are defined by

Y] [ 0257 0504 0098 7R] [16
Cg|=|-03178 0438 -0.121|G|+|128]. (14)
Cr| | 0439 -0368 -0.071|B| |128

Cg' =Cgqcos30°+Crsin30° - 48

: . (15)
Cr'=-Cgsin30°+Crcos30°+80 .

The YCgCb color space was also proposed for face segmentation (Zhang & Shi, 2009). This
color space produces another chrominance component Cb instead of Cr in YCbCr, expressed
as,

Y 0257 0504 0.098 ][R
Cg|=|-03178 0438 -0121G| . (16)
Cb| |-37.797 -74203 112 || B

Among various color spaces described in this section, only six color spaces that give high
face recognition rates are presented in next section.

5. Experimental results and discussions

5.1 Database and preprocessing

For experiments, we used CMU PIE and FERET databases. CMU database was used in
order to test face recognition performance in illumination variation because it has significant
change of lighting conditions. FERET database has smaller variation of illuminations than
CMU database. Instead, it includes expression changes and aging.

To remove the effect of background and hair style variations, face regions were cropped to
exclude the background and hair regions. All the face images in CMU database were
rescaled to 150150 pixels while those in FERET database were done to 50x50 pixels, and
rotated so that the line connecting two eyes is aligned horizontally. Then the color
component of each transformed image was normalized to set mean and variance to have
zero mean and unit variance.

CMU database used in our experiments consists of three gallery sets (Subset-1, Subset-2, and
Subset-3) and three probe sets (Subset-4, Subset-5, and Subset-6), as shown in Fig. 2. Each
gallery set consists of 24 face images with various poses while each probe set consists of
1632 face images with various illuminations. Other 412 face images were used as a training
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set to construct an eigenface space. Fig. 2 shows example face images for each data set from
CMU database used in our experiments. Fig. 2(a) shows example face images in three
gallery sets with no illumination change: from left to right, frontal face image (Subset-1), half
right profile face image (Subset-2), and full right profile face image (Subset-3). Figs. 2(b)-2(d)
show three probe sets with illumination variation: frontal face images (Subset-4), half right
profile face images (Subset-5), and full right profile face images (Subset-6), with five face
images in each probe set.

FERET database used in our experiments consists of one gallery set (Fa) and three probe
sets (Fb, Dupl, and Dup?2). We used 194 images of set Fa as gallery set of our system,
while three sets Fb, Dupl, and Dup2, which consist of 194, 269, and 150 face images,
respectively, were used as probe sets. Other 386 face images were used as the training set
to construct an eigenface space. Fig. 3 shows example faces of each data set in FERET
database used in our experiments. Fig. 3(a) shows an example face image in the gallery set
with no facial expression. Figs. 3(b)-3(d) show three example sets: face images with
different facial expression (Fb), additional short-term aging (Dupl), and additional long-
term aging (Dup2).

N‘

Fig. 2. Color CMU database: (a) Gallery sets (Subset-1, Subset-2, and Subset-3), (b) Probe set
1 (Subset-4), (c) Probe set 2 (Subset-5), (d) Probe set 3 (Subset-6).
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In this section, the PCA-based color face recognition system with various color spaces
including SV, RGB, YCg'Cr’, YUV, YCbCr, and YCgCb is investigated using CMU database
and FERET database. We compare recognition performance of independent and
concatenated processing with that of the conventional eigenface method employing only
luminance information. Note that luminance component images are generated with two
different conversions, i.e., Y =0.3R + 0.59G + 0.11Band I = (R+ G+ B) / 3.

Figs. 4 and 5 illustrate the recognition rate of probe sets in CMU database and FERET
database, respectively, in different color spaces with independent and concatenated
processing when the number of features is set from 10 to 200. From all the graphs shown in
Figs. 4 and 5, it is noted that the more features we use, the higher the recognition rate is. The
recognition rate becomes saturated when the number of features is large enough, i.e., 180.
The recognition rates on the saturation range are influenced by color space and data set used
for the probe set. Tables 1 and 2 show the maximum recognition rates in each color space for
probe sets in CMU database and FERET database, respectively.

5.2 Different color spaces (CMU database)

The performance of face recognition in various lighting conditions is presented, in this
subsection. The performance of the PCA-based face recognition algorithm in six different
color spaces is evaluated, with independent and concatenated processing for CMU database
images. The performance is compared in terms of the recognition rate as a function of the
number of features (Fig. 4) and in terms of the maximum recognition rate (Table 1).

For probe set 1 consisting of frontal face images with illumination variations, the best
performance is observed in the SV color space, with independent and concatenated
processing, as shown in Fig. 4 (probe set 1). For probe set 2 consisting of half profile face
images with illumination variations, the recognition rate in the SV color space, with
independent and concatenated processing, also gives the best performance, as shown in Fig.
4 (probe set 2). For probe set 3 consisting of full profile face images with illumination
variations, the recognition rate in the SV color space with independent processing also gives
the best performance, as shown in Fig. 4(a) (probe set 3), whereas the recognition rate in the
RGB color space with concatenated processing gives the best performance, as shown in Fig.
4(b) (probe set 3).

(a) (b) © )

Fig. 3. Color FERET database: (a) Gallery set (Fa), (b) Probe set 1 (Fb), (c) Probe set 2 (Dupl),
(d) Probe set 3 (Dup2).

As shown in Table 1(a) with independent processing, for probe set 1, the maximum
recognition rate in the SV color space is 18.3% and 22.3% higher than that in the RGB and
YCg'Cr’ color spaces, respectively, whereas for probe set 2, 17.1% and 22.8% higher,
respectively, and for probe set 3, 5.5% and 11.2% higher, respectively.
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As shown in Table 1(b) with concatenated processing, for probe set 1, the maximum
recognition rate in the SV color space is 16.8% and 26.9% higher than that in the RGB and
YCbCr color spaces, respectively, while for probe set 2, 13.3% and 19% higher, respectively,
and for probe set 3, 2.8% lower and 0.3% higher, respectively.

Not using H component in the HSV color space improves the recognition rate, as shown in
Fig. 4 and Table 1. Because S component is not sensitive to illumination change, robustness
to illumination variation can be observed. Various experiments show that the recognition
rate in all the color spaces with independent processing is higher than that with
concatenated processing, as shown in Fig. 4 and Table 1.

Color sv RGB | YCgCr | YUV | YCbCr | YCgChb
Probe
Probe set 1 905 722 68.2 66.1 65.7 56.9
Probe set 2 81.7 64.6 58.9 573 56.9 55.2
Probe set 3 716 66.1 60.4 60.7 60.2 515
(®
Color Y RGB YCo'Cr’ YUV YCbC YCeCb
Probe &~ ’ 5
Probe set 1 85.2 68.4 535 56.0 583 56.8
Probe set 2 73.0 59.7 43.7 48.7 54.0 48.7
Probe set 3 59.8 62.6 52.7 57.1 59.5 313
(b)

Table 1. Maximum recognition rate in different color spaces (CMU database, unit: %). (a)
Independent processing, (b) Concatenated processing.

5.3 Different color spaces (FERET database)

The performance of face recognition in various expressions and aging is shown in this
subsection. The performance of the PCA-based face recognition algorithm in six different
color spaces is evaluated, with independent and concatenated processing for FERET
database images. The performance is compared in terms of the recognition rate as a function
of the number of features (Fig. 5) and in terms of the maximum recognition rate (Table 2).
For probe set 1 with facial expression variations, the best performance is observed in the
YUV/YCDbCr color spaces with independent processing, as shown in Fig. 5(a) (probe set 1).
The recognition rate in the YUV space gives the best performance with concatenated
processing, as shown in Fig. 5(b) (probe set 1). Fig. 5 (probe set 2) shows the recognition rate
of face images with short-term aging as well as facial expression variations. As shown in Fig.
5 (probe set 2), the recognition rate in the YCg'Cr’ color space, with independent and
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Fig. 4. Performance comparison in terms of the recognition rate as a function of the number
of features in different color spaces (CMU database). (a) Independent processing, (b)

Concatenated processing.
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. Color sV RGB | YCgCr | YUV YCbCr YCgChb

robe

Probe set 1 91.2 85.6 88.1 92.3 92.3 80.9

Probe set 2 64.3 59.5 69.5 65.4 65.1 64.7

Probe set 3 56.7 51.3 62.0 58.0 58.0 59.3
@

Probe Color sv RGB | YCgCr | YUV YCbCr YCgCb
Probe set 1 88.7 86.1 85.1 89.7 84.0 80.9
Probe set 2 60.6 52.0 66.9 62.8 56.1 63.2
Probe set 3 51.3 58.7 59.3 50.0 48.7 35.3

(b)

Table 2. Maximum recognition rate in different color spaces (FERET database, unit: %). (a)
Independent processing, (b) Concatenated processing.

concatenated processing, gives the best performance. For probe set 3 consisting of full
profile face images with long-term aging as well as facial expression variation, the
recognition rate in the YCg'Cr’ color space, with independent and concatenated processing,
also gives the best performance, as shown in Fig. 5 (probe set 3).

As shown in Table 2(a), for probe set 1 with independent processing, the maximum
recognition rate in the YUV /YCbCr color spaces is 1.1% and 4.2% higher than that in the SV
and YCg'Cr’ color spaces, respectively. For probe set 2, the maximum recognition rate in the
YCg'Cr’ color space is 4.1% and 4.4% higher than that in the YUV and YCbCr color spaces,
respectively. For probe set 3, the maximum recognition rate in the YCg'Cr’ color space is
2.7% and 4% higher than that in the YCgCb and YUV /YCbCr color spaces, respectively.

As shown in Table 2(b) with concatenated processing, for probe set 1, the maximum
recognition rate in the YUV color space is 1% and 3.6% higher than that in the SV and RGB
color spaces, respectively. For probe set 2, the maximum recognition rate in the YCg'Cr’
space is 3.7% and 4.1% higher than that in the YCgCb and YUV color spaces, respectively.
For probe set 3, the maximum recognition rate in the YCg'Cr’ color space is 0.6% and 8%
higher than that in the RGB and SV color spaces, respectively.

Noted that the Cg'Cr’ components are more robust to illumination variations and short- and
long-term aging than the CbCr components, in the sense that the YCg'Cr’ color space is
more efficient than the YCbCr and color spaces for probe sets 2 and 3 that consist of face
images with short and long-term aging, respectively, as well as illumination changes.

We found that the recognition rate in all the color spaces with independent processing is
higher than that with concatenated processing, as shown in Fig. 5 and Table 2.
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Fig. 5. Performance comparison in terms of the recognition rate as a function of the number
of features in different color spaces (FERET database). (a) Independent processing, (b)
Concatenated processing.



Performance Comparison of Principal
Component Analysis-Based Face Recognition in Color Space 293

5.4 Color space vs. gray space

Fig. 6 shows the importance of color information for face recognition. The performance of
face recognition with color information is significantly improved compared with that using
only grayscale information. We used Subset-4 in CMU database and Fb in FERET database
as a probe set (independent processing) and compared face recognition performances in
color spaces and gray spaces. The recognition rate in the SV color space is approximately 20
% and 5% higher than that in the gray space (luminance space, i.e., Y and I), in CMU and
FERET database images, respectively. Note that the performance of the RGB color space is
similar to that of the luminance space. The use of RGB components gives little benefit in
generating distinguishable features for effective face recognition, since all the three
components of the RGB color space are strongly correlated with each other. On the other
hand, the SV color space is effective because its components are less correlated with each
other through separation of luminance and chrominance components.

N ———

ly —
30

20 40 60 S0 100 120 140 160 150 200

Recognitionrate (%)

Number of features

(a)

Recognitionrate (%)

20 40 60 S0 100 120 140 160 180 200

Number of features

(b)

Fig. 6. Performance comparison in terms of the recognition rate as a function of the number
of features in different color spaces (independent processing) and gray spaces. (a) CMU
database (Subset-4), (b) FERET database (Fb).
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6. Conclusions

In this paper, we evaluate the PCA-based face recognition algorithms in various color spaces
and analyze their performance in terms of the recognition rate. Experimental results with a
large number of face images (CMU and FERET databases) show that color information is
beneficial for face recognition and that the SV, YCbCr, and YCg'Cr’ color spaces are the
most appropriate spaces for face recognition. The SV color space is shown to be effective to
illumination variation, the YCbCr color to facial expression variation, and the YCg'Cr’ color
space to aged faces. From experiments, we found that the recognition rate in all the color
spaces with independent processing is higher than that with concatenated processing.
Further work will focus on the analysis of inter-color correlation and investigation of
illumination-invariant color features for effective face recognition.
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1. Introduction

We address the biometric authentication setup where the outcomes of biometric observations
received at the verification stage are compared with the sample data formed at the enrollment
stage. The result of comparison is either the acceptance or the rejection of the identity claim.
The acceptance decision corresponds to the case when the analyzed values belong to the same
person.

A possible solution to the problem, called the direct authentication, is implemented when the
outcomes of biometric observations at the enrollment stage are stored in the database, and
they are available to the verifier. The possible incorrect verifier’s decisions are caused by the
fact that these observations are noisy. The probabilities of errors are called the false rejection
and the false acceptance rates. The features of the direct authentication are as follows: 1)
data compression is not included at the enrollment stage; 2) the scheme does not require an
additional external randomness; 3) if the stored data become available to an attacker, then
he knows the outcomes of biometric observations of the person and can pass through the
verification stage with the acceptance decision by presenting these data to the verifier. The
considered below coding approaches to the problem require an external randomness and relax
the constraint that the database has to be protected against reading. These approaches include
the additive and the permutation coding schemes.

Both the direct authentication and an additive coding scheme are illustrated using a proposed
mathematical model for the DNA measurements. We present the model and describe a data
compression method that can be used to approach a uniform probability distribution over the
obtained data for their further use in the additive scheme and other purposes. The processing
of the DNA data also serves as an example of possible processing data generated by an
arbitrary memoryless source.

The additive block coding scheme can be viewed as a variant of stream ciphering scheme
where the data, to be hidden, are added to a key. The subtraction of the noisy version of
the data creates a corrupted version of the key. If the key is a codeword of a code having
certain error—correcting property, then the fact, whether the key can be reconstructed or not,
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characterizes the level of the noise. In the permutation scheme, the enciphering of the input
data is organized by choosing a permutation, which maps the biometric vector to a key
vector. There are many permutations that can be used for this purpose, and it gives additional
possibilities to the designer of the verification scheme.

The efficiency of cryptographic schemes, like the additive and the permutation schemes, is
measured by the difference between the probabilities of the successful attack by an attacker,
who either knows the content of the database or ignorant about these data. The additive
scheme is efficient when the probability distribution over the input vectors is close to a
uniform distribution. This requirement is less critical for the permutation scheme, but input
vectors have to be represented by binary vectors having a fixed number of ones. We will
present a simple numerical example of the implementation of the permutation scheme and
describe an algorithm for the transformation of an arbitrary binary vector to a balanced vector
having the same number of zeroes and ones.

There is a number of open problems in the implementation of coding schemes. One of the
main problems is the representation of real biometric data in digital format, which allows one
to use the memoryless assumption about the data and the Hamming distance as the measure
of closeness of two observations. Another class of problems is constructing the specific codes
and the decoding algorithms having a low computational complexity. We also believe that
there is a request for a general theory of processing noisy data, since the known solutions in
biometrics are mostly oriented to specific measurements (fingerprints, iris, palmprints, etc.)
and a particular application.

The authentication problem belongs to the list of basic problems that have to be solved in
the biometric direction, and it is included in the most of the books on biometrics (see Bolle
et. al (2004), for example). The additive block coding scheme was suggested in Juels &
Wattenberg (1999). The close relationships between the additive scheme and the wiretap
channel, introduced in Wyner (1975), where the verifier receives the signals from the outputs
of two parallel channels in the legitimate case and the signals from only one of channels in
the case of the presence of an attacker. It implies the relevance of information and coding
theory results (see Cohen & Zemor (2006), for example) to the investigation of the scheme.
The permutation scheme was proposed in Dodis, et. al (2004) under the uniform probability
distribution over the permutations. The algorithm for the mapping of an arbitrary binary
vector to a balanced vector, which can be used in the permutation scheme, was described in
Knuth (1986). The available DNA measurement data were received in the BioKey-STR project
(Korte et. al (2008)).

The text of the chapter is a compressed version of the results in Balakirsky, Ghazaryan & Han
Vinck (2006-2011). The general principles of constructing biometric authentication, which also
include the points of rate-distortion coding, were presented in (2006a), (2006b). The described
mathematical model for the DNA data was introduced in (2008a), and the data processing
scheme was studied in (2009b) as an extension of the transformations for continuous random
variables described in (2007). The similar analysis is relevant to the constructing passwords
from biometric data, as it is indicated in (2010). The general expressions for the additive
and the permutation block coding schemes for an arbitrary probability distribution over the
biometric vectors are given in (2008a), (2009a). The standard technique of probability and
coding theory, which is used in the chapter, can be found in Gallager (1968).



Block Coding Schemes Designed for Biometric Authentication 301

2. Notation and basic assumptions

Let B = By X - -+ X By, where B; = {0,...,K; — 1} is a finite set containing K; elements. We
say thatb = (by,...,b,) € Bisabiometric vector and assume that the probability distribution

w = (w(b):g’ig{B:b},beB)

is known. Moreover, let w be a memoryless probability distribution, i.e.,

w(b) = [ Twr(by) M
=1

for all b € B. We also write
wt(b) = PI'{Bt = b}
bio

for all b € B;. Denote the most likely biometric vector by b* = (b5, ...,by;),

b* = b).
argmaxw(b)

Then, by (T),
b = b, t=1,...,n,
f arggé%fwt( ) n
and .
w(*) =[Jwf
t=1
where
o b). 2
wf =maxwi(b) @
Furthermore, let
w =Y wi(b) @3)
beB;
and
qi—1
H(wt) = — Z wt(b) logwt(b) (4)
b=0

Then @y is the probability that two independent runs of the t-th biometric source result in
two equal symbols, and H(w;) is the entropy of the probability distribution w¢, which can be
understood as the number of random bits at the output of the ¢-th biometric source.

We will use the component-wise transformation of the vector b to another vector z and
organize it in such a way that the probability distribution over the vectors z is close to a
uniform distribution. Introduce the following notation. Let us fix 4 < K; as an integer power
of 2and let Zy = {0,...,q: —1}. Letusmap b € By toz € Z; if and only if b € B;,, where
Bio, ..., Bt,q ,—1 are pairwise disjoint sets whose union coincides with B;. One can see that such
a specification uniquely determines z and we denote it by z(b|g;). Let

zp = (z(b1lq1), -+, 2(bulqn)) ®)
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denote the result of the mapping B — Z = Z; X - -- X 2, which is parameterized by the
vector q = (41, ..,qn) and the partitionings of the sets By, ..., B,. We also denote

Qu(z) = ), wi(b)

beB; .

forallz € Z; and

for all z € Z. Furthermore, let
max;ez, Q(z)
min,e z, O(z)

ot = (6)

Let the noisy observations of the biometric vector b be specified by the conditional probability
distributions
(V(b’|b) =Pr{B =b'|[B=b}, b ¢ B),b €B,

and let .
V(b'b) = Hvt(b“bt) )
for all b,b’ € B. We also write
Vi(t'|b) = Pr{B/ =t |B, = b}
forallb, b’ € By and pay special attention to the conditional probability distributions such that
Vi(blb) =1—¢, forallb € By, (8)

where ¢ > 0 is a given constant.
The transformation B — Z preserves the V channel in a sense that (8) implies

Vi(zplb) = ) Vi(¥'[b) > Vi(b|b) =1~
b'eB,,,

for all b € B;. Therefore, the V; channel By — B; is transformed to another V; 4, channel
Zy — Z¢ such that
Vigi(zlz) > 1—¢, forallz € Z;. )

Let
Ham(b,b’) = Ht e{l,...,n}: b # b;})

denote the Hamming distance between the vectors b, b’ € B and let
Dr(b) = {b’ € B: Ham(b,b') < T} (10)

denote the set of biometric vectors located at distance T or less from the vector b. The
conditional probability of generating a vector belonging to the set Dr(b), given the vector
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b, is defined as
V(Dr(b)[b) = ), V(b'|b). (11)
b’eDr(b)
Notice that if conditions (8) are satisfied, then

T
vDrbb) = 1 () -0 12)
forallb € B.

3. Mathematical model for the DNA measurements

The most common DNA variations are Short Tandem Repeats (STR): arrays of 5 to 50 copies
(repeats) of the same pattern (the motif) of 2 to 6 pairs. As the number of repeats of the motif
highly varies among individuals, it can be effectively used for identification of individuals.
The human genome contains several 100,000 STR loci, i.e., physical positions in the DNA
sequence where an STR is present. An individual variant of an STR is called allele. Alleles
are denoted by the number of repeats of the motif. The genotype of a locus comprises both
the maternal and the paternal allele. However, without additional information, one cannot
determine which allele resides on the paternal or the maternal chromosome. If the measured
numbers are equal to each other, then the genotype is called homozygous. Otherwise,
it is called heterozygous. The STR measurement errors are usually classified into three
groups: (1) allelic drop—in, when in a homozygous genotype, an additional allele is erroneously
included, e.g. genotype (10,10) is measured as (10,12); (2) allelic drop-out, when an allele of a
heterozygous genotype is missing, e.g. genotype (7,9) is measured as (7,7); (3) allelic shift,
when an allele is measured with a wrong repeat number, e.g. genotype (10,12) is measured as
(10,13).

The points above can be formalized as follows. Suppose that there are n sources. For all
t =1,...,n, there is a probability distribution

T = <7Tt(i),i€ {Ct,...,Ct—‘rkt—l}),

where ¢y, k; are given positive integers. Let the probability that the {-th source generates the
pair (i,j), where i,j € {ct,...,ct + k¢ — 1}, be defined as

P { (A, Ar2) = () | = m(Dm().

Thus, we assume that A;; and A;p are independent random variables that contain
information about the number of repeats of the ¢-th motif in the maternal and the paternal
allele. We also assume that (A1, A12),...,(An1, An2) are independent pairs of random
variables, i.e.,
n
Pr { (A1, 42) = (i) } =TT Pr { (Ai1, As2) = Ginji) },
R (A A2) = (1) EDNA (A1, Ar2) = (it jit)

where Al = (A1,1/~~/An,1)/ A2 = (A1,2/~~~/A71,2) andi= (ilfu-/in)/j = (jl/“-/jn)‘
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Let
St = (min{At,llAt,Z}/maX{At,ert,Z})'
Then
DII?A{ St = (i,]) } =71, ),
where

2 (i), if j =i,
f[t(l,]) = 27Tt(i)7'(t(j), lf] >,

0, if j <.
Denote B; = {0, ...,K; — 1}, where K¢ = k¢(kt + 1) /2, order K; probabilities belonging to the
distribution

7ty = <7~rt(i,j),i,j e{c,...,co+k—1},j> i)

in the decreasing order, assign them indices b = O0,...,K; — 1, and replace 7; with the
probability distribution

wp = (wt(b),b €1{0,... K — 1}),
i.e., the probability distributions 77; and w; contain the same entries in different order.
The transformations below are illustrated for the THO1 allele (see Tables 2] [3), where t = 12,
Ct = 6, kt = 4, and
(711(6), ..., m(9)) = (.234,.192, .085, .487).

Then

j=6j=7]j=8]j=9
i = 6].0550].0452[.0200].1143
[m(i)m(j)] N =|i = 7].0452/.0371|.0165|.0939

=69 i — 8|.0200|.0165|.0073|.0416
i = 9/.1143].0939|.0416|.2376

To compute the entries of the probability distribution 7t;, we transform this matrix to the right
triangular matrix below. The entries above the diagonal are doubled, and the entries below
the diagonal are replaced with the zeroes.

j=6|j=7|j=8|j=9

i = 6/.0550|.0903|.0401 | 2286

710 g =|i=7 0371(.0329|.1878
E = 0073|.0833

i=9 2376

The ordering of the non-zero entries of this matrix brings the probability distribution w;. Its
entries and parameters w;, w;, defined in , , are given below.

j199169(79]67|89|6,6|68|77|78]8,8
)|.2376|.2286|.1878|.0903|.0833|.0550{.0401|.0371.0329|.0073
bl 0 1 2 3 4 5 6 7 8 9
)

2376|.2286].1878].0903.0833].0550|.0401.0371].0329].0073
w; 2376
W 2376 2376 + ...+ .0073 .0073 = .0609
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b| 0 9 1 8 2 5 3 4 6 7
wt(b)|.2376|.0073|.2286(.0329|.1878|.0550{.0903 |.0833|.0401 |.0371
z 0 1 2 3
O (2) .2449 2615 .2428 .2508
01 (2) 2615/.2428 = 1.08

Table 1. Example of the mapping {0,...,9} — {0,...,3}.
Let q; be the maximum integer power of 2 such that
1/qr = wy,

where wj is defined in @) Then one can partition the set B; in g subsets in such a way the
resulting probability distribution over these subsets is close to a uniform distribution. An
example of the partitioning is given in Table I} Notice that the entropy of the distribution w;
is equal to 2.851 (see Table , while the entropy of the distribution €); is less and it is close to
log g;.

The available experimental data consist of probability distributions 7y, ..., 7128, and they are
given in Table 2] The computed parameters are shown in Table 3] We conclude that results
of the DNA measurements can be represented by a binary vector of length 140 bits. However
the probability distribution over these vectors is non—uniform and, roughly speaking, only
109 bits carry information about the measurements. The most likely vector of pairs has
the probability 0.124...0.243 = 10=23, and the probability that the sources independently
generate two equal vectors is equal to 0.013...0.046 = 107", The greedy algorithm for
partitioning the sets Bj,..., B, in g1,...,4, brings the vectors that can be expressed by
loggqy + --- +loggn = 68 bits with the property that p;...p, ~ 16, where py,...,p, are
defined in @) Therefore, the most likely vector of length 68 bits has the probability 2764,
Notice that the spectrum of components of the vector q can be presented the as the sequence
(9% Ng), g = 21,...,2% where N, is the number of indices  with g; = g. Namely, the
constructed vector q has the spectrum

(2x7),(4%x8),(8x9),(16 x 3),(32 x0), (64 x 1) (13)
and

28=7+8+9+3+0+1,
68 =7-log2+8-log4+9-log8+3-log16+0-log32+1-log64.

4. Direct authentication schemes

Let us consider the following setup. Suppose that b,b’ € B are given vectors of length n. If
the Hamming distance between these vectors is not greater than a fixed threshold T, then the
verifier has to make the acceptance decision. Otherwise, the verifier has to make the rejection
decision. Hence, the rules are as follows:

Racce: if b’ € Dr(b), then accept the identity claim (Acc);

Rgej: if b’ & D1 (b), then reject the identity claim (Rej).
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~~

Name T
D8S1179 |.319 .194 .173 .119 .105 .086
D3S1358 |.265 .257 .218 .154 .104
VWA .283 .202 .202 .111 .105 .095
D7S820 |.248 .211 .180 .168 .155 .035
ACTBP2 |.089 .080 .073 .072 .070 .064 .062 .053 .051 .049
.047 .046 .043 .039 .037 .034 .033 .028 .012 .009
6|/D7S820 |.243 .207 .177 .165 .152 .034 .018
7|FGA .223 .192 .139 .139 .129 .072 .053 .026 .023
8
9

O b= W N =

D21S11 |.308 .200 .183 .160 .091 .028 .026

D18S51 |[.162 .142 .142 .135 .130 .129 .078 .039 .022 .016
10{D19S433 |.382 .259 .173 .086 .082 .015

11/D13S317 |.339 .248 .124 .112 .074 .051 .048

12| THO1 487 234 .192 .085

13|D2S138 |.182 .146 .122 .117 .114 .093 .079 .041 .038 .033
.029

14/D16S539 |.326 .321 .145 .112 .056 .019 .018

15/D5S818 |.389 .365 .142 .052 .050

16| TPOX .537 .244 119 .056 .041

17|CF1PO |.365 .305 .219 .097 .011

18/D8S1179 |.304 .185 .165 .114 .100 .082 .031 .011 .003
19|VWA1 283 .202 .202 .111 .105 .095

20(PentaD |.265 .214 .189 .156 .089 .060 .014 .010
21|PentaE |.180 .170 .110 .105 .102 .080 .056 .051 .051 .034
.029 .010 .010 .007

22|DYS390 |.422 .282 .164 .103 .014 .011

23|DYS429 |.445 .325 .118 .096 .013

24|DYS437 |.528 317 .154

25|DYS391 |.513 .451 .018 .016

26|DYS385 |.551 .124 .097 .087 .059 .037 .030 .012
27|DYS3891 |.663 .186 .150

28| DYS38911|.446 .272 .167 .081 .032

Table 2. The entries of the probability distributions 7y, ..., 7123, which are greater than 0.001,
given in the decreasing order.

“The identity claim” in the description above appears because we assume that the vectors b
and b’ contain outcomes of measurements of some biometric parameters of two people. The
verification is understood as a procedure, which checks whether the difference between the
results is caused by the observation noise or by the fact that people are different.

The direct implementation of the authentication procedure includes the enrollment and the
verification stages (see Figure([T).

The enrollment stage.

— Store the biometric vector b in the database.



Block Coding Schemes Designed for Biometric Authentication 307

t| Name |logK;|[logK:]| w} |loggq:|H(w:t)| wy
1|D8S1179 (4392 5 [0.124| 3 |4.083[0.013
2|D3S1358 [3.907| 4 |0.137| 2 |3.714|0.012
3| VWA 4392 5 |0.115| 3 |4.127]0.010
4|D7S820 |4.392| 5 |0.105| 3 |4.074|0.008
5/ACTBP2 |7.714| 8 [0.014| 6 |7.426|0.000
6/D7S820 [4.807| 5 [0.101| 3 |4.241 |0.008
7|FGA 5492| 6 |0.086| 3 |4.916 |0.005
8/D21S11 [4.807| 5 [0.124| 3 |4.130|0.013
9|D18S51 |5.781| 6 [0.046| 4 |5.279 |0.002
10|D19S433 |4.392| 5 |0.199| 2 |3.593|0.027
11|D13S317 |4.807| 5 |0.169| 2 |4.1510.018
12|THO1 33221 4 ]0.238| 2 |2.8510.061
13|D2S138 |6.044| 7 ]0.053| 4 |5.601 |0.002
14|D16S539 [4.807| 5 [0.210| 2 |3.776 [0.023
15|/D5S818 |3.907| 4 |0.285| 1 |3.1110.041
16/TPOX  |3.907| 4 10.289| 1 |2.909 |0.087
17|CF1IPO  [3.907| 4 [0.223| 2 |3.157(0.029
18|D8S1179 |5.492| 6 |0.113| 3 |4.487(0.011
19|VWA1 [4392| 5 [0.115| 3 |4.127(0.010
20|PentaD |5.170| 6 |0.114| 3 |4.3250.009
21|PentaE  |6.907| 7 |0.062| 4 |5.870|0.002
22|DYS390 [4.392| 5 (0239 2 |3.2380.039
23|DYS429 |3.907| 4 0290 1 |29720.051
24/DYS437 |2585| 3 10335 1 |2.259|0.089
25/DYS391 |3.322| 4 |0464| 1 |1.9020.111
26/DYS385 |5.170| 6 (0304 1 |3.607 |0.093
27|DYS389I [2.585| 3 |0.440| 1 |2.008 |0.195
28/DYS389I1|3.907| 4 |0.243| 2 |3.145 |0.046
1286| 140 [10~2] 68 [109.1[10~0

Table 3. Some characteristics of the probability distributions wj, ..., wog that describe the

DNA measurements.

The verification stage.

— Read the biometric vector b associated with the claimed person from the database. If b’ € Dr(b),
then make the acceptance decision (Acc). If b’ & Dy (b), then make the rejection decision (Rej).

The basic parameters of the scheme are the false rejection rate FRR, the false acceptance rate
FAR, and the average false acceptance rate FAR, introduced as

FRR = ) w(b)V(b'[b)x{b" & Dr(b)}, (14)
bb'e
FAR = max Y w(b)x{b’ € Dr(b)}, (15)
Cpes
FAR= ) w(b)w(b’)x{b"€ Dr(b)}, (16)
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Bio DB

The enrollment stage

DB b’ € Dr(b)? |—— Acc/Rej

b/

The verification stage

Fig. 1. The data processing in a direct authentication scheme.

where x denotes the indicator function: x{S} = 1 is the statement § is true and x{S} = 0
otherwise. The false rejection rate is the probability of the event that the verifier makes the
rejection decision when the observations belong to the same person. The false acceptance
rate is the probability of the event that the verifier makes the acceptance decision when the
vector b’ is generated by an attacker. The average false acceptance rate is the probability of the
event that the verifier makes the acceptance decision when the vector b’ contains outcomes of
biometric observations of a randomly chosen person.

If the V channel satisfies (§), then the false rejection rate is expressed using (12),

FRR = f (Z)(l—S)"’dsd~ (17)

d=T+1

To compute the false acceptance rates, we use the generating functions technique.
Let us consider the problem of computing FAR and introduce the generating function

Gf(Z) = wi + (1 *wt)Z,
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where z is a formal variable and @y is defined in (3) as the probability that two independent
runs of the ¢-th source result in two equal symbols. Furthermore, denote

Then the d-th term of the sum at the right-hand side is equal to the probability that two
independent runs of n sources result in vectors that differ in d components. Hence,

T
FAR = ) Coefy {C(z) }
d=0

Similar manipulations bring the formula

T
Y w(b)x{b € Dr(b)} = }_ Coefd[G(z|b')], (18)
beB d=0

where
n
G(zIb') = T T (wi(bh) + (1 = wi(8)))z).
t=1
One can easily see that the sum at the right-hand side of is maximized when b’ = b* and

T
FAR= ) Coefd[c(z|b*)},
d=0

where
n

GzIb®) =[] (wr + (1 - wi)z)
t=1

and wyj,...,wy are defined in (2).

Some numerical results for the DNA data are given in Table @} We conclude that the
probability of successful attack in the case when the attacker does not know the content of
the database can be very small. However, the main problem with the direct authentication
scheme is caused by the point that the biometric vector itself is stored in the database. If an
attacker would have an access to the database, then he does not have any difficulties with the
passing through the verification stage with the acceptance decision. Moreover, the biometrics,
being compromized, is compromized forever and it can be also used for any other purposes.
A possible solution to the hiding problem is the use of the cryptographic “one-way” hash
function Hash : it is assumed that the value of the function can be easily computed for a given
argument, but the value of the argument is hard to get for a given value of the function. If only
Hash(b) is known to the verifier, then he can compute the values of Hash(b) for all vectors
b located at the Hamming distance at most T from the vector b’ and make the acceptance
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FRR
e=005 &=0.01 FAR FAR FAR

76-10"1 25.1071|7.7-10~%4|2.5-10759||3.4. 1021
41-1071 32-1072(1.9-10721{1.7-1074||6.9- 10~
1.6-1071 2.7-1073{2.0-10"7|3.4 - 10~%3||6.1 - 10~17
49-1072 1.7-1074(1.3-10717(3.7-10~%0|32-10"1°
12-107%2 8.1-107°|5.8-10"1¢|25-10"%"||1.2. 10713
23-107% 3.1-1077(1.9-10"14{1.2-10734|[3.1- 1012
3.6-107% 9.8-1077 [4.8-10"13|4.2-10732||6.4- 10~ 1!
49-10752.6-10719(9.7-10712{1.1-10-2°|| 1.0- 10~?
56-10705.8-10712|1.6-107102.3-.10-27|| 1.3- 108
56-1077 1.1-10713|2.1-1072 |3.7-10~2|| 1.4 - 107

© ©® N oUW N~ ol

Table 4. The false rejection and the false acceptance rates for the DNA measurements.

xeCl C
y
beB Encoder Verifier F——> x€C
X =x?
b/
Channel

Fig. 2. General authentication scheme.

decision if one of them is equal to Hash(b). Such a scheme is secure up to the security of
hashing, but requires the hash function to be defined over the set of | B| vectors and very large
computational complexity. The block coding schemes can be viewed as solutions introduced
to relax these requirements.

5. Block coding approach to the authentication problem

The coding problem for biometric verification can be presented as designing codes for the
scheme in Figure 2| Let C C B be a subset whose entries are codewords assigned by the
designer. The encoding is the transformation of a pair (x,b) € C x B, where the vector b is
generated by the source and x is chosen according to a uniform probability distribution over
the code C, to another vector y = (y1, ..., yx) belonging to some finite set . The mappings

(x,b) =y, (y,b')—x
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xeCl C
y
b e B ——{ Encoder Verifier F——> x€C
X =x?
b/
Attacker

Fig. 3. General authentication scheme from the attacker’s prospective.

are called the encoding and the decoding, respectively. The general requirement to the these
mappings can be presented as

b’ € Dr(b) = (y,b’) — x,
02y = {55 ) < () on 19
In other words, the results of the decoding for the vectors b and b’ have to coincide if and
only if b’ € Dr(b).
Both the vector y and the value of Hash(x) are stored in the database under the name of the
person whose biometric characteristics are expressed by the vector b. Having received the
vector b’ and the name of the person, the decoder reads (y, Hash(x)) from the database and
uses the error—correcting capabilities of the code to decode “the transmitted codeword” x as
%. If Hash(%X) = Hash(x), then the identity claim is accepted. Otherwise, the claim is rejected.
From the attacker’s prospective, the authentication scheme can be viewed as the scheme in
Figure[3} The attacker reads the content of the database associated with a person, presents the
name of the person, and generates the vector b’. The goal of the attacker is generating of a
vector leading to the verifier’s acceptance decision. The coding problem can be formulated
as constructing codes that simultaneously satisfy the constraint and guarantee a low
probability of the attacker’s success.

6. Additive block coding schemes

Given a positive integer g, let 7 and ©, denote the addition and the subtraction modulo g,
respectively,

 [z+7, ifz4+2 <q,
2oz = {z+z’—q,ifz+z/>q

2o — z—72, ifz4+2z' >0,
12 7 \z—2'+¢q,ifz+7 <.



312 Advanced Biometric Technologies

Zp @q Zy C
l X Dq (2 Oq 21y l
xeC l + Verifier |— x€C
X = x?
z, — 4
XDqb
Attacker

Fig. 4. Wiretap-type additive block coding scheme.
The operations ©q and ©q, where q = (41, ---,4n), being applied to the vectors of length #,

are understood as component-wise addition and subtraction modulo gy, ..., gy, i.e.,

z2®q2 = (21 Bg 21, - -, 20 Dy, 21),
26qz = (2194, 21, 2Zn Og, 21)-

Let us consider the biometric vector b as an additive noise that corrupts the transmitted
codeword x and the received vector is defined as

y:x@qzb,

where zy, is the result of the transformation of the biometric vector b defined in (5). The
decoding is based on the observation:

Yo @q *b )<
Ham(zb,zb/) < T} = Ham(YIX@q Zp ) <T.
Notice also that
y=x @q Zy = Ham(YrX @q Zbr) = Ham(y @q Zb/,x) = Ham(x @q (Zb @q Zb’)rx)-

Thus, the verifier analyzes the outcomes of transmission of the codeword x over two parallel
channels,

X = X®q (zp ©q zp') (the observation channel),
X — X®qzp (the biometric channel),

while the attacker analyzes only the output of the biometric channel (see Figure[4).
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Hash(x)
Hash

DB

y =x®qZp

xe(,q —I—

Zp

q — Tranf

Bio

The enrollment stage

Hash(x)
C/
DB iq
y X Hash(x) '
Dec Hash =? > Acc/Rej
Zyy

q — Tranf

b/

The verification stage

Fig. 5. The data processing in an additive block coding scheme.
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Processing of a given biometric vector b at the enrollment stage and processing of data at the
verification stage when the verifier considers only the output of the observation channel is
illustrated in Figure
The enrollment stage.

— Choose a key codeword x according to a uniform probability distribution over the code C and
compute the value of Hash(x).

— Store (Hash(x),x ®q zp) in the database.
The verification stage.
— Read the data (Hash(x),y) associated with the claimed person from the database.

— Decode the key codeword, given a received vector z = y Oq zy, as X. If Hash(X) = Hash(x),
then make the acceptance decision (Acc). If Hash(X) # Hash(x), then make the rejection decision
(Rej).

Let us illustrate the additive block coding and the decoding algorithms that will be described
in a general form by the numerical example. Letg; = --- = g4 = 2, n = 6, and letC be a
binary code consisting of 8 codewords,

X1 X2 X3 X4 X5 X6 X7 X8
000000({001011{010101{011110{100110{101101{110011{111000

For example,
zp, = 011011

x = 011110} — y = 000101,

and the vector y is stored in the database. Having received another vector zy,, the verifier tries
to find a codeword X located at distance at most 1 from the vector y ©q z},. For example,

Zy = 111011

y = 000101 } — y6q z = 111110 — x = 011110,

and the verifier makes the acceptance decision, since X = x implies Hash(%) = Hash(x). An
attacker wants to submit some vector b’, which also leads to the acceptance. He constructs
the list of candidate vectors as y ©4 x, x € C, and finds the vector X such that Q(y ©4 x) is the
maximum. For example,

Y OqX1|y OqX2|y Oq X3y ©q X4|Y Oq X5|Y Oq X6|Y ©q X7|Y Oq Xs
000101 { 001110 |010000| 011011100011 | 101000 |110110|111101

In particular, if the probabilities (3(z) decrease when the weight of the vector z increases, then
this algorithm brings the vector X = x3, and the attacker’s vector b’ is such that zy = zye, x;-
Suppose that C is a block code consisting of M codewords xy,...,Xxp € 21 X - -+ X 2, and
having the minimum distance greater than 2T, i.e.,

x,x €C

x#x

Then the Hamming balls of radius T centered at codewords, Dr(x), x € C, are pairwise
disjoint sets. As a result, for any y,z,, € Z, there is at most one codeword x € C such

} = Ham(x,x') > 2T + 1. (20
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that
Ham(y,x®qzp) < T. (21)

Let us denote this codeword by X(y, z} ). If the inequality does not hold for all codewords,
we assume that X(y, zy,) is a fixed vector (for example, the all-zero vector). Thus,

Ham(zp,2,) < T = Ham(x®q 2p, X Dg2p) < T = X(xBq 2p, Zp) = X.

Hence, if x is the codeword, which was used to encode the vector z;,, and the vector z, differs
from the vector z, in at most T components, then the codeword is decoded. Therefore the
false rejection rate is expressed by (14),

FRR= ) w(b)V(b'[b)x{zp & Dr(zp)}
bbeB

The similar conclusion is valid for the false acceptance rate of a randomly chosen person,

FAR = be:/w(b)w(b’)x{Ham(zb,zbr) < T}.

Let us analyze the situation when an attacker is present. He receives only the result of
transmission of the codeword over the biometric channel and his action can be presented
as the mapping
(Zo, =Y OqX1,---,Zby, =Y SqXm) — b =by,
where 71 € {1,..., M} is chosen in such a way that
O(zp,) = max Q(zp, ). 22
(zp,) = max Ofzp,) (22)
The submission of the vector by, to the verifier implies X = x;;,, and the acceptance decision
is made if and only if x;; is the codeword that was used to encode the biometric vector at the

enrollment stage. The probability of the attacker’s success, given the vectors zy,, ..., zp,,, is
equal to

O(zp,, maxq M Q(zp,, max,cz O(z 1 2
! (zb,,) < o <m< (g ) < XzeZ (g ) _ 1T 23)
Zm:l Q(me) minj<m;<m (me) mingc z (Z) =1

where p1, ..., pn are defined in @ Since the upper bound holds for any received vector
y, which determines the vectors zy,, ..., zy,,,

1 n
FAR < — . 24
< Mgpt (24)

Let us evaluate the bound using the standard covering arguments of coding theory. Given
the vector q, introduce the generating function

G(z) = ﬁ G(z2),
=1



316 Advanced Biometric Technologies

where . .
Gi(z) = —+ L
qt qt

For example, for the DNA data (see (13)),

1 1 N\7/1 3\8/1 71\9/1 1 \3/1 63 \!
Gona®) = (5+57) (3+37) (5 57) (16 * 15%) (it 6%
One can easily see that the d-th coefficient of the polynomial G(z) is equal to the ratio of the
number of vectors x' € Z located at the Hamming distance d from any fixed vector x € Z and
qi.--qn, ie,
1 / , n_ _
m‘{x € Z: Ham(x,x') = d}’ = Coefy[ G(z) ].
Therefore,
1
[Ti=y g¢

Since Dr(x1),..., Dr(xp) are pairwise disjoint sets,

T
|Dr(x)] = ) Coefy[ G(z)]. (25)
d=0

M n

Z |DT(xm)| < HQtr

m=1 t=1

and (25) implies

1 T

U > ‘E)Coefd[G(z) ] (26)
By assuming that there is a code such that holds with the equality and by replacing the
parameters py, ..., pp With 1’s, we evaluate the false acceptance rate, estimated in , as

T
FAR ~ FAR = ) Coefy[G(2)].
d=0

The values of FAR are given in Table E| for the DNA data. As a result, one can conclude that
the additive coding scheme can give a very efficient solution to the authentication problem
provided that there is a class of specific codes having the certain minimum distance and
corresponding decoding algorithms that require a low computational complexity.

7. Permutation block coding schemes

The permutation block coding scheme can be viewed as a modification of the scheme in
Figure {4f where the sum modulo q in the link to the attacker is replaced by a stochastic
mapping f(x,b), as it is shown in Figure @ In this section, we will assume that g = 2. In
particular, the modification of a wiretap-type block coding scheme is possible when both
the vector x and b have equal weights and f(x,b) stands for the binary representation of
a permutation 7t that transforms the vector x to the vector b. Formally, let B = {0,1}!,, where
{0,1}% is the set consisting of binary vectors of the Hamming weight w. Thus, the biometric
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e C

l xode J'
xeC + Decoder |— %x€C
X = x?

Attacker

Fig. 6. Modified wiretap-type block coding scheme.

vector is a binary vector b of length 1 chosen by a combinatorial (1, w)-source, i.e.,

wt(b) £w = gfr{B =b}=0. (27)
io

Let C denote a binary code consisting of M different codewords of length n and weight w, i.e.,
CC{0,1} and |C| = M.

The permutation of components of some vector x = (x1,...,x,) € {0,1}? is determined
by a vector & € P in such a way that 7w(x) = (x,,...,%x,), where P is the set of all
possible permutations of components of the vector (1,...,n). Given a vector b € {0,1}7
and a permutation 1 € P, let 71 € P denote the inverse permutation, i.e., 7~ !(b) =
(biy (7e) - - - Ui (7r) ), where dj(7r) € {1,...,n} is the index determined by the equation () =
j-

For all vectors x,b € {0,1}7, let

Px—b)={mecP: n(x)=>b} (28)

denote the set of permutations that transform the vector x to the vector b. Let us introduce the
probability distribution
Txb = (7(7T|Xrb)r meP )

in such a way that y(7r|x,b) can be positive only if r € P(x — b). Let us also denote a
uniform probability distribution over the set P(x — b) by

Txb = (7(7T]x,b), T P),

where . (
_ [P b)| ifreP(x—b),
7(rlx b) = {0, if T ¢ P(x = b).

For example, let n = 4,k = 2. The set {0, 1}3 consists of (%) = 6 binary vectors of length 4
having the weight 2 and P is the set consisting of 4! = 24 permutations of components of the
vector (1,2,3,4). Forall x, b € {0,1}3, the set P(x — b) consists of 2!2! = 4 permutations. In
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particular,
P(1100 — 1010) = { 1324,1423,2314,2413 }.

Notice that

b = m(x)

b = b@e} = ﬂil(b/) = 71’71(b) @7‘(71(8) = x@n’fl(e) (29)

and
wt(r~1(e)) = wt(e), (30)

ie., the decoder observes “the transmitted codeword” x as x @ 7t~ '(e). If the source
generating the noise vectors is assumed to be a memoryless source, then @[) implies that
the presence of the permutation 7r~! does not affect the decoding strategy, and the scheme is
equivalent to the one in Figure @

Processing of a given biometric vector b at the enrollment stage and processing data at the
verification stage when the verifier considers only the output of the observation channel is
illustrated in Figure

The enrollment stage.

— Choose a key codeword x according to a uniform probability distribution over the code C and
compute the value of Hash(x).

— Given a pair of vectors (x,b) € {0,1}% x {0,1}%, choose a permutation 7t € P according to the
probability distribution 7y .

— Store (Hash(x), 7t) in the database.
The verification stage.
— Read the data (Hash(x), 7t) associated with the claimed person from the database.

— Apply the inverse permutation 7t~ to the vector b’ and decode the key codeword given a received
vector w1 (b') as %. If Hash(X) = Hash(x), then accept the identity claim (Acc). If Hash(X) #
Hash(x), then reject the identity claim (Rej).

One can easily see that if the code C satisfies (20), then (29), guarantee that the false
rejection rate FRR and the false acceptance rate for a randomly chosen person FAR are the
same as for the additive block coding scheme. Therefore, the reasons for introducing the more
advanced permutation scheme are caused by possible decrease of the false acceptance rate for
an attacker. We will derive a general formula for the FAR and demonstrate the effects for a
specific assignment of input data.
Let

7= (b x b €{0,1}5)
denote the list of conditional probability distributions over the set P. In general, the attacker
applies a fixed function ¢ : P — {0,1}" to the permutation 7t stored in the DB and submits
the vector b’ = ¢(77) to the verifier. Let us assume that the verifier decodes the key codeword
as the vector X[7r~1(b’)]. The probability of successful attack can be expressed as

FAR = -3 Y w(b) Y (b )l (p())] = x}, g

xeC b TP
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Hash(x)
Hash
DB
7T
xeC Tx,b
b e {0,1}1
Bio
The enrollment stage
Hash(x)
DB f
wteP m1(b’) X Hash(%) .
Inv Dec Hash =? | Acc/Rej

b’ € {0,1}"
The verification stage

Fig. 7. The data processing in a permutation block coding scheme.

and one can easily see that FAR is maximized when the attacker applies the maximum a
posteriori probability decoding, which results in

() = ﬂ(argrgggvbio(ﬂ\X) ).

where
Tio(7T|x) = Y w(b)y(7[x,b). (32)
b

Then

1
FAR = — o (T 1%).
M L 12X o 77IX)
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Notice that ( y};,(7T|x), 7T € P ) is the conditional probability distribution over the set P and

Z Wbio(nlx) =1
TEP

Notice also that the vector x € {0,1}% and the permutation 7t € P uniquely determine the
vector b’ € {0,1}!, such that 7t € P(x — b’). Namely, b’ = 7(x), and the sum at the
right-hand side of contains at most one non-zero term.

The attacker has two simple possibilities: 1) fix a codeword x’ € C and submit the vector
b’ = m(x'); 2) submit the most likely biometric vector. In the first case, the attacker has to
know the code C and the stored permutation 7. In the second case, he does not know these
data and equivalent to an attacker, who does not have access to the database and ignorant
about the code. One can easily see that the probabilities of successful attacks are equal to
1/M and w*, respectively. Therefore the probability of successful attack under the maximum
a posteriori probability decoding of the key codeword is bounded from below as follows:

FAR > max{%, w*}.

Letn =8, w = 4, M = 4. Let the codewords xi, ..., x4 and the biometric vectors that can be
processed at the enrollment stage be specified as

00001111
X1 00110011 by 00110011
xp | _ | 01010101 .| _ | 01010101
x3 | | 10101010 |’ .| — | 10101010 |
X4 11001100 be 11001100
11110000

ie,C={xy,x2,x3,x4} and B = {by,...,bg}. Then, for all pairs of vectors (x,b) € C x B,
|P(x = b)| = (4)% =576 (33)
and
| Peosi(x = b)| = 4(21)* = 64, (34)

where Pe_.5(x — b) denotes the set of permutations 7w € P(x — b) such that r(x') € B for
allx’ € C.
Let us illustrate our considerations by the following examples:

n’ 12563478 " 12653478
m'(x;) | =]00001111|, [n"(x))| =|00001111].
7' (x2) 01010101 ' (x7) 01100101

The permutations 7r’ and 7" belong to the set P. Furthermore, 7w'(x;) = 7" (x1) = bs.
However 7t/(xp) € B, while ©t”(xp) ¢ B. Suppose that 7t’ is the permutation stored in
the database. The attacker applies this permutation to all codewords of the code C and
constructs the list 7t'(x1),..., 7t’(xq). All entries of this list are possible biometric vectors.
If the permutation 7’ is stored in the database, then the list 7t/(xq), ..., 7/(x4) contains only
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2 biometric vectors. The probability of successful attack is greater in the second case, and the
permutation 7’ can be considered as “a bad” permutation.

The most of the permutations are bad permutations (see (33), (34)). This observation leads
to the statement that the uniform probability distribution over the set P(x — b), where x
is the selected codeword and b is the biometric vector, can bring a rather poor performance.
Namely, suppose that the probability distribution over the set B is uniform, i.e., w(b) = 1/6
for all b € B. Let x be the codeword of the code C used at the enrollment stage. If vy, = Yy p,
then the permutation is uniformly chosen from the set containing 576 entries. Only 64 of these
permutations have the property that the set 7r(x), x € C contains 4 biometric vectors, and the
probability of successful attack is equal to 1/4. For the other 512 permutations, the set 7t (x),
x € C, contains 2 biometric vectors, and the probability of successful attack is equal to 1/2.

Thus
64 512

FAR = 576 (1/4) + 576(1/2) =17/36.
Let us assign 7y p as a uniform probability distribution over the set P¢_,5(x — b) consisting
of 64 entries. In all cases, the list 7t(x), x € C, contains 4 biometric vectors, and the probability
of successful attack is equal to 1/4. As a result, the probability of successful attack is expressed

as
64
FAR = 6—4(1/4) =1/4,
which is approximately twice less the value obtained with the uniform probability
distribution. Moreover, we obtain that the lower bound 1/M on the probability FAR is
attained with the equality.
Let us consider a non-uniform probability distribution over the set B. Namely, let a €

[1/4,1/2] be a fixed parameter and let

wiby = @ if b € {00001111,11110000},
~ \1/4—a/2,if b € B\{00001111,11110000}.

Notice that the set P¢_,5(x; — b1) contains 32 permutations 7t such that

{rt(x1), w(x2), 7w(x3), w(xq)} = {b1, b2, bs, bs}

and 32 permutations 7t such that
{r(x1), (x2), 70(x3), 70 (x4)} = {b1, b3, by, be}.

Let us denote the subsets of these permutations by Pj_, z(x1 — b1) and P;_ z(x; — b1),
respectively. Let

(@) Yxy,by» Tx1,be D€ uniform probability distributions over the set P¢_,g(x; — b1);

(b) Yx;,bys Yx1,b5 Pe uniform probability distributions over the set 73(’: _p(x1 = by);

(©) Yxy,b3» Yx1,b, e uniform probability distributions over the set ’Pé’ _g(x1 = by).

If T € P_, 3(x1 — by), then the a posteriori probabilities associated with the biometric vectors
by, by, bs, bg are equal to

%(ﬂ/Z,l/Z—a/Z,l/Z —a/2,a/2).
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b wi b w b wi b w b @i b w b @wi b w b @i b w
0000 0 21100 2{0001 1 1 1001 2(0010 1 11010 2{0100 1 1 1100 21000 1 3 0110 2
1111 4 2 0011 21110 3 1 0110 2|1101 3 1 0101 2|1011 3 1 0011 2|0111 3 3 1001 2

Table 5. Transformation of vectors of length n = 4 arld weights 0,1,3,4 to balanced vectors,
where @, w are the Hamming weights of the vectors b, b and i is the length of the prefix of
the vector b, which has to be inverted to obtain the vector b.

However a/2 > 1/2 —a/2, and the attacker outputs either the key codeword, which is
mapped to the vector by, or the key codeword, which is mapped to the vector bg. Similar
considerations can be presented for the permutations belonging to the set P, z(x; — by).
As a result, we conclude that

FAR = 64(a/64) = a,

i.e., the lower bound w* on the false acceptance rate is attained with the equality.

Let us consider the error-correcting capabilities of the verifier, who processes data of a
legitimate user. Let P, denote the probability that the vector b’ differs from the vector b
in w positions, w = 0, ..., 8. Then, assuming that the vectors b’ are uniformly distributed over
the set of vectors located at a fixed distance from the vector b, we obtain that the probability
of correct decoding for the code C and the threshold T = 2 is equal to

1—FRR = Py + P + (16/28)P,,

since the decoder makes the correct decision for all error patterns of weight at most 1 and for
16 error patterns of weight 2 (the total number of error patterns of weight 2 is equal to 28).
Suppose that the processed biometric vectors are constructed as a concatenation of L vectors
b(l), ., bl e B, i.e., the total length of the vector is equal to 8L. Suppose also that the vectors
b, ..., b(1) are independently generated according to a uniform probability distribution
over the set B. Let the verifier make the acceptance decision if and only if such a decision
is made for all L entries. Then the probability of correct decision is equal to (1 — FRR)L. On
the other hand, the probability of successful attack, when the probability distributions ¥4
are used is equal to (1/4)". This example illustrates the possibility of constructing the desired
probability distribution over the permutations only for the subblocks of input data, and the
search for good distributions is computationally feasible.

Notice that the fixed Hamming weight of the possible biometric vectors is the constraint that
has to be satisfied to implement the permutation block coding scheme. It can be done if the
observer takes into account only a fixed number of the most reliable biometric parameters.
For example, in the case of processing fingerprints, one can put an ny X ny grid on the
2-dimensional plane (in this case, n = n11,) and register the w most reliable minutiae points in
the cells of that grid. In general case, the biometric binary vector of length n can be viewed as
a vector of n features where positions of 1’s index the features that are present in the outcomes
of the measurements. The total number of the most reliable features taken into account by the
authentication scheme can be fixed in advance.

Another useful possibility is known as balancing arbitrary binary vector by the inversion of its
prefix in such a way that the obtained vector has weight |n/2|. The corresponding statement
is presented below, and the examples of the transformation are given in Table[5| One can see
that, for any binary vector be {0,1}", one can find an index i € {0,...,n} in such a way that
the vector b is transformed to a balanced vector by the inversion of the first i components,
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ie., (i—®;) +®—w; = |n/2], where @ and @; denote the Hamming weight of the vector
b and the Hamming weight of the prefix of length i of the vector b, respectively. The proof
directly follows from the observation that the path on the plane whose coordinates are defined
as (j,w;),j = 0,...,n, starts at the point (0, wt(b)), ends at the point (1,n — wt(b)), and has
increments +1. Therefore, there is at least one index i such that @; = |[n/2]. Notice that the
case w = |[n/2] can be viewed as the most interesting one meaning the characteristics of the
permutation block coding scheme. The claim above shows that an additional storage of the
value of the parameter i used to transform an arbitrary binary vector to a vector belonging to
the set {0, 1}’[11 /2] makes the implementation of such a scheme possible in general.

The mapping of the pair (x,b) to a binary string stored in the database can be viewed as
the encryption of the message b, which is parameterized by a key codeword x € C chosen
at random. An interesting point is the possibility of decreasing the probability of successful
attack, when an attacker tries to pass through the authentication stage with the acceptance
decision, by using a randomized mapping, although the values of additional random parameters
are public. In the permutation block coding scheme, a randomly chosen permutation that
transforms the vector x to the vector b is used for these purposes. As the set of possible
permutations has the cardinality, which is exponential in the length of the vectors, the designer
has good chances to hide many of biometric vectors that differ from the most likely vector b*
into the information that can correspond to the vector b*. Thus, one can even reach exactly the
same secrecy of the coded system as the secrecy of the blind guessing of the biometric vector,
when the attacker does not have access to the database and ignorant about the code. In other
words, one can talk about the possibility of constructing permutation block coding schemes
that have a perfect algorithmic secrecy. This notion is different from the usual definition of
perfectness, which is understood as the point that the conditional entropy of the probability
distribution over the key codewords, given the content of the database, is equal to log M.
In our example presented in the previous subsection, the a posteriori probability distribution
over the key codewords certainly depends on a particular permutation, and the conditional
entropies of these distributions can be much less than the entropy of a uniform probability
distribution. Nevertheless, an optimum attacker cannot use this fact, and his observations do
not introduce changing in the decoding algorithm.
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1. Introduction

In recent years, demographic analysis in public places such as shopping malls and stations
is attracting a great deal of attention. Such demographic information is useful for various
purposes, e.g., designing effective marketing strategies and targeted advertisement based
on customers’ gender and age. For this reason, a number of approaches have been
lored for age estimation from face images (Fu et all, [2007; |Geng et all, 2006; |Guo et al!,
) and several databases became publicly available recently (FG-Net Aging Databased,
|]2h11h.ps_eLaL| 2005; [Ricanek & Tesafaye, [2006). It has been reported that age can be
accurately estimated under controlled environment such as frontal faces, no expression, and
static lighting conditions. However, it is not straightforward to achieve the same accuracy
level in a real-world environment due to considerable variations in camera settings, facial
poses, and illumination conditions. The recognition performance of age prediction systems is
significantly influenced by such factors as the type of camera, camera calibration, and lighting
variations. On the other hand, the publicly available databases were mainly collected in
semi-controlled environments. For this reason, existing age prediction systems built upon
such databases tend to perform poorly in a real-world environment.
In this chapter, we address the problem of perceived age estimation from face images, and
describe our new approaches proposed in [Ueki et al! (2010) and [Ueki etal| (2011), which
involve three novel aspects.
The first novelty of our proposed approaches is to take the heterogeneous characteristics of
human age perception into account. It is rare to misjudge the age of a 5-year-old child as
15 years old, but the age of a 35-year-old person is often misjudged as 45 years old. Thus,
magnitude of the error is different depending on subjects” age. We carried out a large-scale
questionnaire survey for quantifying human age perception characteristics, and propose to
utilize the quantified characteristics in the framework of weighted regression.
The second is an efficient active learning strategy for reducing the cost of labeling face
samples. Given a large number of unlabeled face samples, we reveal the cluster structure
of the data and propose to label cluster-representative samples for covering as many
clusters as possible. This simple sampling strategy allows us to boost the performance of
a manifold-based semi-supervised learning method only with a relatively small number of
labeled samples.
The third contribution is to apply a recently proposed machine learning technique called

covariate shift adaptation (Shimodaird, 2000; Sugiyama & Kawanabd, 2011; |Sugiyama et all,
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2007; 2008) to alleviating lighting condition change between laboratory and practical
environment.

Through real-world age estimation experiments, we demonstrate the usefulness of the
proposed approaches.

2. Age estimation based on age perception characteristics

In this section, we mathematically formulate the problem of age estimation, and show how
human age perception characteristics can be incorporated systematically.

2.1 Formulation

Throughout this chapter, we perform age estimation based not on subjects’ real age, but on
their perceived age. Thus, the ‘true’ age of the subject y is defined as the average perceived age
evaluated by those who observed the subject’s face images (the value is rounded-off to the
nearest integer).

Let us consider a regression problem of estimating the age y* of subject « (face features).
Suppose we are given labeled training data

{(w?,y?) 5:1~

We use the following kernel model for age regression.

a;iK(z,z!), 1)

M-

fl@;a) =

i=1

where a = (... ,le)T is a model parameter, T denotes the transpose, and K(z,z') is a

positive definite kernel (Scholkopf & Smold, [2002). We use the Gaussian kernel:

A2
k) = exp (17510,

where o2 is the Gaussian variance.

A standard approach to learning the model parameter o« would be regularized least-squares

,[1970).

!
min [} Y — flalfe))? +A|a|2} : @

i=1
where || - || denotes the Euclidean norm, and A(> 0) is the regularization parameter to avoid

overfitting.
Below, we explain that merely using regularized least-squares is not appropriate in real-world
perceived age prediction, and show how to cope with this problem.
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Fig. 1. The relation between subjects’ true age y* (horizontal axis) and the standard deviation
of perceived age (vertical axis).

2.2 Incorporating age perception characteristics

Human age perception is known to have heterogeneous characteristics, e.g., it is rare to
misjudge the age of a 5-year-old child as 15 years old, but the age of a 35-year-old person
is often misjudged as 45 years old.

In order to quantify this phenomenon, we investigated human age perception characteristics
through a large-scale questionnaire survey. We used an in-house face image database
consisting of approximately 500 subjects whose age almost uniformly covers the range of
our interest (i.e., age 1 to 70). For each subject, 5 to 10 face images with different face poses
and lighting conditions were taken. We asked each of 72 volunteers to give age labels y to
the subjects. The ‘true’ age of a subject is defined as the average of estimated age labels y
(rounded-off to the nearest integer) for that subject, and denoted by y*. Then the standard
deviation of age labels y is calculated as a function of y*, which is summarized in Figure[Il
The standard deviation is approximately 2 (years) when the true age y* is less than 15. The
standard deviation increases and goes beyond 6 as the true age y* increases from 15 to 35.
Then the standard deviation decreases to around 5 as the true age y* increases from 35 to
70. This graph shows that the perceived age deviation tends to be small in younger age
brackets and large in older age groups. This would well agree with our intuition considering
the human growth process.

Now let us incorporate the above survey result into the perceived age estimation framework
described in Section Il When the standard deviation is small (large), making an error is
regarded as more (less) critical. This idea follows a similar line to the Mahalanobis distance
, ), so it would be reasonable to incorporate the above survey result into the
framework of weighted regression analysis. More precisely, weighting the goodness-of-fit term
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in Eq.(@) according to the inverse of the error variance optimally adjusts to the characteristics
of human perception:

1 0 — f(zfa))

2
min +A|e|?|, (3)

o |15 wag(y)?
where wage(y) is the value given in Figure[Tl
2.3 Evaluation criterion

Conventionally, the performance of an age prediction function f(x) for test samples
{(x?e,yge) 5:1 was evaluated by the mean absolute error (MAE) (m, Efm;

,2004;12002;[Ueki et all, 2008):

1 t
MAE = ; ) ‘y}e —f(x}e) .
j=1

However, as explained above, this does not properly reflect human age perception
characteristics.

Here we propose to use the weighted criterion also for performance evaluation in
experiments. More specifically, we evaluate the prediction performance by the weighted mean
squared error (WMSE):

(v — Fxt))?

1 t
WMSE = —
t j=1 wage(y;e)z

@)
The smaller the value of WMSE is, the better the age prediction function would be.

3. Semi-supervised approach

In this section, we give an active learning strategy and a semi-supervised age regression
method within the age-weighting framework described in the previous section.

3.1 Clustering-based active learning strategy

First, we explain our active learning strategy for reducing the cost of labeling face samples.
Face samples contain various diversity such as individual characteristics, angles, lighting
conditions, etc. They often possess cluster structure, and face samples in each cluster tend to
have similar ages (IFJLQLLI], [2007: [Guo et all, 2008; [Ueki et all, M). Based on these empirical
observations, we propose to label the face images which are closest to cluster centroids.

For revealing the cluster structure, we apply the k-means clustering method M,
[1967) to a large number of unlabeled samples. Since clustering of high-dimensional data is
often unreliable, we first apply principal component analysis (PCA) ) to the face
images for dimension reduction, which is a well-justified preprocessing for k-means clustering
, 2004). The proposed active learning strategy is summarized as follows.

1. For a set of d-dimensional unlabeled face image samples {X;}" ;, we compute {x;}! ; of
r (< d) dimensions by the PCA projection.

2. Using the k-means clustering algorithm, we compute the [ (< 1) cluster centroids {mi}ézl.
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3. We choose {x!" | x = X (i) 521 from {x;}! ; as samples to be labeled, where

T(i) = argmin ||x; — m;]|,
i!

and || - || denotes the Euclidean norm.

Let {y!f !_, be the labels for {xfr}le, and let the remaining samples of size u (= n — I) that
were not chosen to be labeled be denoted as

I
{xfr ?:1+1 = {xi}?=1\{xfr i=1"

Thus, the first [ training samples {x'lf-r 5’:1 are labeled, and the remaining u training samples

{xtryln ', 1 are unlabeled.
3.2 Semi-supervised age regression with manifold regularization

Face images often possess cluster structure, and face samples in each cluster tend to have
similar ages. Here we utilize this cluster structure by employing a method of semi-supervised

regression with manifold regularization (Sindhwani et all,[2004).

For age regression, we use the following kernel model:

I+u

flx) =Y aik(x,x), (5)
i=1

where & = (a1,..., le_H,)T are parameters to be learned, T denotes the transpose, and k(x, x")
is a reproducing kernel function. We included (I 4 u) kernels in the kernel regression model
(B), but u can be very large in age prediction. In practice, we may only use ¢ (< u) elements
randomly chosen from the set {k(x, xfr)}filuﬂ for reducing the computational cost; then the
total number of basis functions is reduced to b = I + ¢. However, we stick to Eq.(®) below for
keeping the explanation simple.
We employ a manifold regularizer (Sindhwani et al}, 2006) in our training criterion, i.e., the

parameter w is learned so that the following criterion is minimized.

1 d (yfr_f(xfr))Z 2 H o T T\)2
1= WJFAH“H +mi,i§;‘\i,i'(ﬂx§ )—f (=) (6)

where A and p are non-negative regularization parameters. A;; represents the affinity
between x! and x!, which is defined by

2
X; — Xj H
Ay = ex ,Hlil 7
ii P 2,2 )
if xI* is a h-nearest neighbor of x! or vice versa; otherwise A; ; = 0.

The first term in Eq.(6) is the goodness-of-fit term and the second term is the ordinary
regularizer for avoiding overfitting. The third term is the manifold regularizer. The weight
A;; tends to take large values if x" and x¥ belong to the same cluster. Thus, the manifold
regularizer works for keeping the outputs of the function f(x) within the same cluster close
to each other.
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An important advantage of the above training method is that the solution can be obtained
analytically by

i= (KTDK FIM o+ (lJlriﬂu)zKTLK) B KDy, ®)
where K is the (I 4+ u) x (I + u) kernel Gram matrix whose (i,i’)-th element is defined by
Ky = k(x", x).
D is the (I 4+ u) x (I + u) diagonal weight matrix with diagonal elements defined by
Wage (YF) 72, ..., Wage(yi") 72,0,...,0.

Lis the (I + u) x (I + u) Laplacian matrix whose (i,i’)-th entry is defined by

I+u
Lig =08 | Y. A | —Aiin,

i"=1

where 4; i is the Kronecker delta. I, denotes the (I + u) x (I 4 u) identity matrix. y is the
(I + u)-dimensional label vector defined as

y= 0.0

If u is very large (which would be the case in age prediction), computing the inverse of the
(I +u) x (I +u) matrix in Eq.(®) is not tractable. To cope with this problem, reducing the
number of kernels from (I 4 u) to a smaller number b would be a realistic option, as explained
above. Then the matrix K becomes an (I + u) x b rectangular matrix and the identity matrix
in Eq.(]S[) becomes I,. Thus the size of the matrix we need to invert becomes b x b, which
would be tractable when b is kept moderate. We may further reduce the computational cost
by numerically computing the solution by a stochastic gradient-decent method (Im, [1967).

3.3 Empirical evaluation
Here, we apply the above age prediction method to in-house face-age datasets, and
experimentally evaluate its performance.

3.3.1 Data acquisition and experimental setup

Age prediction systems are often used in public places such as shopping malls or train
stations. In order to make our experiments realistic, we collected face image samples from
video sequences taken by ceiling-mounted surveillance cameras with depression angle 5-10
degrees. The recording method, image resolution, and the image size are diverse depending
on the recording conditions—for example, some subjects were illuminated by dominant light
sources, walking naturally, seated on a stool, and keeping their heads still. The subjects” facial
expressions were typically subtle, switching between neutral and smiling. We used a face
detector for localizing the two eye-centers, and then rescaled the image to 64 x 64 pixels.
Examples of face images are shown in Figure[2l Faces whose age ranges from 1 to 70 were
used in our experiments.

As pre-processing, we extracted 100-dimensional features from the 64 X 64 face images

using a neural network feature extractor proposed in [Tivive & Bouzerdoumi (2006d) and
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Fig. 2. Examples of face images.

M w/ounlabeled data

B w/ unlabeled data

No clustering Clustering Clustering
(4 dimensions) (10 dimensions)

Fig. 3. Comparison of WMSE Eq.(@).
[Tivive & Bouzerdoumi dzgmd). In total, we have 28500 face samples in our database. Among

them, n = 27000 are treated as unlabeled samples and the remaining t = 1500 are used as
test samples. From the 27000 unlabeled samples, we choose | = 200 samples to be labeled by
active learning. The Gaussian-kernel variance o2 and the regularization parameters A and u
were determined so that WMSE for the test data is minimized (i.e., they are optimally tuned).
For manifold regularization, we fixed the number of nearest neighbors and the decay rate of
the similarity to 1 = 5 and v = 1, respectively (see Eq.().

3.3.2 Results

We applied the k-means clustering algorithm to 27000 unlabeled samples in the 4-dimensional
or 10-dimensional PCA subspace and extracted 200 clusters. We chose 200 samples that
are closest to the 200 cluster centroids and labeled them; then we trained a regressor using
the weighted manifold-regularization method described in Section with the 200 labeled
samples and 5000 unlabeled samples randomly chosen from the pool of 26800 (= 27000 — 200)
unlabeled samples. We compared the above method with random sampling strategy. Figure[3]
summarizes WMSE obtained by each method; in the comparison, we also included supervised
regression where unlabeled samples were not used (i.e., j = 0).
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Fig. 4. WMSE for each age-group.

Figure [3] shows that the proposed active learning method gave smaller WMSE than the
random sampling strategy; the use of unlabeled samples also improved the performance.
Thus the proposed active learning method combined with manifold-based semi-supervised
learning is shown to be effective for improving the age prediction performance.

In order to more closely understand the effect of age weighting, we investigated the prediction
error for each age bracket. Figure ] shows age-bracket-wise WMSE when the age-weighted
learning method or the non-weighted learning method is used. The figure shows that the
error in young age groups (less than 20 years old) is significantly reduced by the use of
the age weights, which was shown to be highly important in practical human evaluation
(see Section [Z2). On the other hand, the prediction error for middle/older age groups is
slightly increased, but a small increase of the error in these age brackets was shown to be less
significant in our questionnaire survey. Therefore, the experimental result indicates that our
approach qualitatively improves the age prediction accuracy.

4. Coping with lighting condition change

In this section, we consider another semi-supervised learning setup where training and test
samples follow different distributions. Such a situation often happens in real-world age
prediction tasks, and we describe a systematic method to cope with such distribution change.

4.1 Lighting condition change as covariate shift

When designing age estimation systems, the environment of recording training face images is
often different from the test environment in terms of lighting conditions. Typically, training
data are recorded indoors such as a studio with appropriate illumination. On the other
hand, in a real-world environment, lighting conditions have considerable varieties, e.g., strong
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sunlight might be cast from a side of the face or there is no enough light. In such situations,
age estimation accuracy is significantly degraded.

Let pi(x) be the probability density function of training face features and pi(x) be the
probability density function of test face features. When these two densities are different, it
would be natural to emphasize the influence of training samples (!, y*) which have high
similarity to data in the test environment. Such adjustment can be systematically carried out

as follows (Shimodaira, 2000; [Sugiyama & Kawanabd, 2011;Sugiyama et al,[2007; 2008):

1 o W — flaff )’
min | = ) Wimp(z]) —F———5"—
a |1 1; e Wage (V{")?

+Alal?], ©)

i.e., the goodness-of-fit term in Eq.() is weighted according to the importance function

(Fishmarl, 1996):

_ Pre(@)
pre(x)

Wimp (x)
The solution of Eq.(@) can be obtained analytically by
a = (KTWK+IAL) 'K Twy, (10)
where K is the kernel matrix whose (7,i’)-th element is defined by
Kiy = K(z{", z}),
W is the I-dimensional diagonal matrix with (i,7)-th diagonal element defined by

Wimp (w?)
tr)z 4

Wii=
Wage (}/i

I} is the I-dimensional identity matrix, and
t try T
y=i-y) -

When the number of training data [ is large, we may reduce the number of kernels in Eq.(T) so
that the inverse matrix in Eq.(I0) can be computed with limited memory; or we may compute
the solution numerically by a stochastic gradient-decent method , ).

4.2 Importance-Weighted Cross-Validation (IWCV)

In supervised learning, the choice of models (for example, the basis functions and
the regularization parameter) is crucial for obtaining better prediction performance.
Cross-validation (CV) would be one of the most popular techniques for model selection (Stond,
). CV has been shown to give an almost unbiased estimate of the generalization error with
finite samples (Scholkopf & Smold, M), but such almost unbiasedness is no longer fulfilled
under covariate shift.

To cope with this problem, a variant of CV called importance-weighted CV (IWCV) has been
proposed (Sugiyama et all,2007). Let us randomly divide the training set
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Z = {(=f, ¥}

into M disjoint non-empty subsets { Z,}M | of (approximately) the same size. Let fz, () be

a function learned from Z\ Z,, (i.e., without Z,,). Then the M-fold INCV (IWCV) estimate of
the generalization error is given by

1M 1 Wimp () 2
A TE 5 (fz,(®) —y)%,

M Bl o B, e
where | Z,,| denotes the number of samples in the subset Z,.

It was proved that IWCV gives an almost unbiased estimate of the generalization error even
under covariate shift (Sugiyama et all, 2007).

4.3 Kullback-Leibler Importance Estimation Procedure (KLIEP)
In order to compute the solution ([I0) or performing IWCV, we need to know the values of the
importance weights

tr)
Wimp (") = P, ,
mp( i ) ptr(m?)

which include two probability densities pi(z) and pre().

In addition to the training samples {(z!",y') 5:1, suppose we are given unlabeled test
samples {w}e}§:1 which are drawn independently from the density pte (x). Then, performing

density estimation of pi(x) and pre(x) gives an approximation of wimp (x). However, since
density estimation is a hard problem, the two-stage approach of first estimating pyr () and
pre(x) and then taking their ratio may not be reliable.

Here we describe a method called Kullback-Leibler Importance Estimation Procedure (KLIEP)
(Sugiyama et alJ,M), which allows us to directly estimate the importance function wjmy, (x)
without going through density estimation of pi(z) and pre ().

Let us model wimp () using the following model:

b 2
N T—c
Wimp () = Y Brexp (—H272k‘|) , (11)
k=1 v
where 3 = (B1,...,By) " is a parameter, and {ck},l;:1 is a subset of test input samples

{m';e ;=1A,D Using the model @jmp (), we can estimate the test input density pte (x) by

Pre(x) = @imp () pre (). (12)

We determine the parameter 3 in the model (I2) so that the Kullback-Leibler divergence from
Pte tO Pte is minimized:
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KL(puelie) = [ pe(a)log 2 o
Pte( )

= /pte(w)log ptr(i) dw—/pte(w)log@imp(w)dm.

Since the first term is a constant with respect to the parameter 3, we ignore it and define the
second term as

L' = /pte(m) log@imp(m)dm.

We would like to determine the parameter 3 so that KL’ is maximized. Let us impose @imp ()
to be non-negative and normalized. Then we obtain the following convex optimization

problem:
o [ (en ()

Br >0 fork=1,...,b,

st 112<le exp< |mt;ck|2>> =1

This is a convex optimization problem and the global solution—which tends to be sparse

(Boyd & SZandenbgrghd, M)—can be obtained, e.g., by simply performing gradient ascent
and feasibility satisfaction iteratively. A pseudo code of KLIEP is described in Table[T]

Input: Kernel width v, training inputs {z'}!_,, and test inputs {wte ; 1

Output: @(x)
Randomly choose {c;}}_, from {mte ]t 1/

et — ex]|?
B]-/k < exp 77(272)
1¢ " — ek 12
by~ exp| ——t——|;
20 e

Initialize B (> 0) and ¢ (0 < e € 1);
Repeat until convergence
B« ¢B'(1./BB);
BB+ (1-b1B)b/(bb);
B < max(0, 3);
B+ B/(b'B);

end

Table 1. Pseudo code of KLIEP. “./” indicates the element-wise division. Inequalities and the
‘max’ operation for vectors are applied in an element-wise manner.

The tuning parameter -y in KLIEP can be optimized based on cross-validation (CV) as follows
(Sugiyama et al’, 2008). First, divide the test samples X't = {ac']‘-e}]t.=l into M disjoint subsets




336 Advanced Biometric Technologies

try/
i Ji=1

tet

Input: Kernel width candidates {+y}, training inputs {x and test inputs {x ey

Output: W(x)
Split Xt = {w}e};zl into M disjoint subsets { X%} M

m=1/

for each model y
foreachsplitm =1,...,M
W e () <— KLIEP(y, {i}_ |, X'\ Xke);
Ki;n('Y) — % Z log@x;c(m);
x|
end

1/ 1M _,
KL (7) ¢— -+ ) KLy (7);
M m=1
end
vy — argmaxﬁ/(’y);

v
@(x) «— KLIEP(%, {&i"}!_, X*);

i=1’

Table 2. Pseudo code of CV-based model selection for KLIEP.

{XeIM | of (approximately) the same size. Then obtain an importance estimate @ xye () from
X\ Xt (ie., without X), and approximate KL using X{¢ as

7 1 .
KL, := ] wgm log @ ye ().

This procedure is repeated for m = 1,..., M, and the average I@/ is used as an estimate of
KL

=L

m

M
Y KL, (13)
m=1

For model selection, we compute IZ-L\/ for all model candidates (the Gaussian kernel width

7 in the current setting), and choose the one that minimizes KL'. A pseudo code of the CV
procedure is summarized in Figure[2l

One of the potential limitations of CV in general is that it is not reliable in small sample cases
since data splitting by CV further reduces the sample size. On the other hand, in our CV
procedure, the data splitting is performed only over the test input samples X% = {m;e ;:1, not
over the training samples. Therefore, even when the number of training samples is small, our
CV procedure does not suffer from the small sample problem as long as a large number of test
input samples are available.

4.4 Empirical evaluation

Here, we experimentally evaluate the performance of the proposed method using in-house
face-age datasets.

We use the face images recorded under 17 different lighting conditions: for instance, average
illuminance from above is approximately 1000 lux and 500 lux from the front in the standard
lighting condition, 250 lux from above and 125 lux from the front in the dark setting, and
190 lux from left and 750 lux from right in another setting (see Figure B). Note that these
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Fig. 5. Examples of face images under different lighting conditions (left: standard lighting,
middle: dark, right: strong light from a side)

17 lighting conditions are diverse enough to cover real-world lighting conditions. Images
were recorded as movies with camera at depression angle 15 degrees. The number of subjects
is approximately 500 (250 for each gender). We used a face detector for localizing the two
eye-centers, and then rescaled the image to 64 x 64 pixels. The number of face images in each
environment is about 2500 (5 face images x 500 subjects).
As pre-processing, a neural network feature extractor dIizisLQ&_]icmzm_d_o_umj, hQOﬁdJH) was
used to extract 100-dimensional features from 64 x 64 face images. We constructed the
male/female age prediction models only using male/female data, assuming that gender
classification had been correctly carried out.

We split the 250 subjects into the training set (200 subjects) and the test set (50 subjects). The
training set was used for training the kernel regression model (), and the test set was used
for evaluating its generalization performance. For the test samples {(m;‘-e, y']‘-e) };:1 taken from

the test set in the environment with strong light from a side, age-weighted mean square error

(WMSE)
1 & - f=)5a))?
wise = 1 3 TR
t j=1 wage(y]' )
was calculated as a performance measure. The training and test sets were shuffled 5 times in
such a way that each subject was selected as a test sample once. The final performance was
evaluated based on the average WMSE over the 5 trials.

We compared the performance of the proposed method with the two baseline methods:

Baseline method 1: Training samples were taken only from the standard lighting condition
and age-weighted regularized least-squares (3) was used for training.

Baseline method 2: Training samples were taken from all 17 different lighting conditions and
age-weighted regularized least-squares (@) was used for training.

The importance weights were not used in these baseline methods. The Gaussian width ¢
and the regularization parameter A were determined based on 4-fold CV over WMSE, i.e., the
training set was further divided into a training part (150 subjects) and a validation part (50
subjects).

In the proposed method, training samples were taken from all 17 different lighting conditions
(which is the same as the baseline method 2). The importance weights were estimated by
KLIEP using the training samples and additional unlabeled test samples; the hyper-parameter
7 in KLIEP was determined based on 2-fold CV (Sugiyama et all, 200§). We then computed
the average importance score over different samples for each lighting condition and used the
average importance score for training the regression model. The Gaussian width ¢ and the
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|[Male Female
Baseline method 1| 2.83  6.51
Baseline method 2| 2.64  4.40
Proposed method| 2.54 3.90

Table 3. The test performance measured by WMSE.

regularization parameter A in the regression model were determined based on 4-fold IWCV
(Sugiyama et al, 2007).

Table 3] summarizes the experimental results, showing that, for both male and female data,
the baseline method 2 is better than the baseline method 1 and the proposed method is better
than the baseline method 2. This illustrates the effectiveness of the proposed method. Note
that WMSE for female subjects is substantially larger than that for male subjects. The reason
for this would be that female subjects tend to have more diversity such as short/long hair and
with/without makeup, which makes prediction harder m,M).

5. Conclusion

We introduced three novel ideas for perceived age estimation from face images: taking
into account the human age perception for improving the prediction accuracy (Section [2),
clustering-based active learning for reducing the sampling cost (SectionB), and alleviating the
influence of lighting condition change (Section H).

We have incorporated the characteristics of human age perception as weights—error in
younger age brackets is treated as more serious than that in older age groups. On the other
hand, our framework can accommodate arbitrary weights, which opens up new interesting
research possibilities. Higher weights lead to better prediction in the corresponding age
brackets, so we can improve the prediction accuracy of arbitrary age groups (but the price
we have to pay for this is a performance decrease in other age brackets). This property could
be useful, for example, in cigarettes and alcohol retail, where accuracy around 20 years old
needs to be enhanced but accuracy in other age brackets is not so important. Another possible
usage of our weighted regression framework is to combine learned functions obtained from
several different age weights, which we would like to pursue in our future work.

Lighting condition change is one of the critical causes of performance degradation in age
prediction from face images. In this chapter, we proposed to employ a machine learning
technique called covariate shift adaptation for alleviating the influence of lighting condition
change. We demonstrated the effectiveness of our proposed method through real-world
perceived age prediction experiments.

In the experiments in Section 4] test samples were collected from a particular lighting
condition, and samples from the same lighting condition were also included in the training
set. Although we believe this setup to be practical, it would be interesting to evaluate
the performance of the proposed method when no overlap in the lighting conditions exists
between training and test data. Following the theoretical study bym ) would
be a promising direction for further addressing this issue.

In principle, the covariate shift framework allows us to incorporate not only lighting condition
change but also various types of environment change such as face pose variation and camera
setting change. In our future work, we will investigate whether the proposed approach is still
useful in such challenging scenarios.
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Recently, novel approaches to importance estimation for high-dimensional problems
have been explored dKanaan_et_a]J, |20_(H; |Su91vama Kawanabe &Chui |2QOQ;

In our future work we would hke to 1nc0rporat1r1g these new ideas into our framework of
perceived age estimation, and see how the prediction performance can be further improved.
In the context of covariate shift adaptation, the importance weights played a central
role for systematically adjusting the difference of distributions in the training
and test phases. Beyond covariate shift adaptation, it has been shown recently
that the ratio of probability densities can be used for solving various machine
learning tasks (Sueivama, Kanamori, Suzuki, Hido, Sese, Takeuchi &Wand |20_OQ;
Sugiyama, Suzuki & Kanamori, ). This novel machine learning framework
includes mult1 task learmng (Bickel et all, 2008; |Simm etall, 2011), privacy-preserving
data mining , M) outlier detection dm, M), conditional density
estimation dS_uggLama_et_a_ﬂ, |20_’|__d), and probabilistic classification , ).
Furthermore, mutual information—which plays a central role in information theory
(Cover & Thomas, 2006)—can be estimated via density ratio estimation (Suzuki et all, 2008;
Suzuki, Sugiyama & Tanakd, 2009). Since mutual information is a measure of statistical
independence between random variables, density ratio estimation can be used also for
variable selection (Suzuki, Sugi ygma.Kanngrl&Sesd 2009), dimensionality reduction
zuki ivama, 2010), independent component analysis (Suzuki & Sugiyam ma, 2011),

and causal inference (Yamada & Sugi ;gamd 2010). In our future work, we will apply those
novel machine learning tools in perceived age prediction.
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1. Introduction

Many biological parameters and processes can be sensed and monitored using their
impedance as marker (Grimmes, 2008), (Beach. 2005), (Ytufera, 2005), (Radke, 2004), with the
advantage that it is a non-invasive, relatively cheap technique. Cell growth, cell activity,
changes in cell composition, shapes or cell location are only some examples of processes
which can be detected by microelectrode-cell impedance sensors (Huang, 2004) (Borkholder,
1998). The electrical impedance of a biological sample reflects actual physical properties of
the tissue. In frequency dependent analyses, the f3-dispersion ranging from kilohertzs to
hundreds of megahertzs (Schwan, 1957) is mainly affected by the shape of the cells, the
structure of the cell membranes, and the amount of intra and extra cellular solution.
Electrical bio-impedance can be used to assess the properties of biological materials
(Ackmann, 1993) involved in processes such as cancer development (Giaever, 1991), (Blady,
1996), (Aberg, 2004); because the cells of healthy tissues and cancer are different in shape,
size and orientation, abnormal cells can be detected using their impedance as a marker.
Among Impedance Spectroscopy (IS) techniques, Electrical Cell-substrate Impedance
Spectroscopy (ECIS) (Giaever, 1986), based on two-electrode setups, allows the
measurement of cell-culture impedances and makes it possible to determine the biological
condition (material, internal activity, motility and size) of a cell type and its relationship
with the environment; for example, the transfer flow through the cell membrane (Wang,
2010). One of the main drawbacks of the ECIS technique is the need to use efficient models
to decode the electrical results obtained. To efficiently manage bio-impedance data, reliable
electrical models of the full system comprising electrodes, medium and cells are required.
Several studies have been carried out in this field (Giaever, 1991), (Huang, 2004),
(Borkholder, 1998), (Joye, 2008), (Olmo, 2010), some of them employing Finite Element
simulation (FEM) for impedance model extraction. These models are the key for matching
electrical simulations to real system performances and hence for correctly decoding the
results obtained in experiments.
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The use of FEM analysis with programs such as FEMLAB (Huang, 2004) considers that the
DC mode can be employed for sinusoidal steady-state calculation by assigning complex
conductivity. This works because the Poisson equation has the same form as the Laplace
equation in the charge-free domain. In this chapter we will describe an alternative method
of performing FEM simulations of electrode - cell interfaces based on COMSOL. The
quasistatic mode of COMSOL is used, which also takes into account magnetic fields to
calculate electrical impedance. The models obtained are successfully applied as loads for full
electrical system modelling and simulation. In this sense, any biological sample could be
electrically modelled and simulated, facilitating reliable information about integrated circuit
design for impedance measuring (Ytufera, 2010b). This work includes several improvements
to the model in (Huang, 2004), both to the cellular membrane and to the cell-electrode gap
region. Impedance changes on small electrodes (32 um square) caused by 3T3 mouse
fibroblasts are simulated in order to validate the model and characterize the microelectrode
sensor response to cell size and growth.

The knowledge acquired from the electrode-cell model can be used to create a set of
applications useful in cell culture biometry and for improving efficiency biology lab tasks.
One use is the detection of cell sizes by characterizing the model in terms of cell-area
overlap. Impedance sensor sensitivity curves with cell size will be presented. As an
extension of the application for the aforementioned sensitivity curves, a technique for
measuring the cell index (CI) coefficient in cell-culture growth processes will be presented
and we will show how, as a consequence of this, cell toxicity experiments can be monitored
in real-time. An Analog Hardware Description Language (AHDL) model (SpectreHDL) for
the mixed-mode simulation of full (electronic and biological) systems will also be described.
By applying the developed model to ECIS curves obtained experimentally, it will be possible
to determine cell density and toxin-caused cell death rates. Moreover, cell modelling has
recently been applied to cell imaging or bioimpedance microscopy. In (Linderholm, 2006)
Electrical Impedance Tomoghaphy (EIT) techniques were reported for cell motility detection.
The models proposed can also be applied to decode impedance measurements obtained from
cell culture measurements, producing a two dimensional cell location map; that is, a
microscopy image based on bio-impedance measurements (Yufera, 2011).

Having explained the objectives of the work, the proposed contents of this chapter are as
follows. The second section gives a brief overview of electrode solution models useful for
cell-electrode characterization. The third section presents a useful method for generating
cell-electrode electrical models based on COMSOL multiphysics software. The fourth
section describes the finite element simulations performed. Processes for extracting useful
models are included in the fifth section, which also illustrates cell size detection simulations
on a simplified system. AHDL models are presented in sixth section. The seventh section
covers the real time monitoring of the cell under cultivation and the application of the
proposed model in dosimetric experiments. Finally, in the eighth section, a two dimensional
approach to bioimpedance microscopy is described, based on the models previously
developed. Conclusions are given in the ninth section.

2. The electrode — electrolyte electrical model

The impedance of electrodes in ionic liquids has been researched quite extensively
(Robinson, 1968), (Schwan, 1963), (Simpson, 1963), (Schwan, 1992), (Onaral, 1982) and
(Onaral, 1983). When a solid (including metals, semiconductors, and insulators) is immersed
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in an ionic solution, ions in the solution can react with the electrode and the solid ions from the
electrode can enter the solution, leading to complex reactions at the interface. An electrified
interface or double layer develops at the interface of the two phases. Eventually,
electrochemical equilibrium is established at the interface: the current flowing into the
electrode is equal but opposite in sign to that flowing out from the electrode. The net result is
the development of a charge distribution at the interface with an associated electric potential
distribution. The Helmholtz-Gouy-Chapman-Stern model is the commonly accepted model for
describing the charge distribution at the electrode interface (Bockris, 1970).

The negatively charged electrode attracts hydrated ions with positive charges to the surface
but repels negatively charged ions away from the surface, yielding the profiles of cation and
anion concentration C+ and C-, respectively. The water dipoles are also reoriented under the
electric fields. Some ionic species that are not obstructed by their primary hydration sheath,
such as some anions, can make their way to and come into contact with the electrode. Most
cations have a water sheath due to their lower dissolvation energy (Bockris, 1970) and a
smaller contact angle with water dipoles. The charge distribution extends to the bulk
solution thanks to thermal motion, forming an ion cloud-like diffusion layer and a charge
spatial distribution. The profile of the diffuse zone depends on the Debye length, which in
turn depends on the gas constant, the temperature, the ion charge number and the ion
concentration of the bulk solution. (Borkholder, 1998).

When a sufficiently small sinusoidal current is applied to the electrode at equilibrium, the
electrode potential will be modulated by a sinusoidal overpotential (Schwan, 1968). In the
range of linear behavior, the phasor ratio of the output overpotential to the input current
defines the AC polarization impedance. During the small current perturbation, charge
transfer due to chemical reactions and mass diffusion all occur at the electrode surface. The
rate determining step will dictate the electrode polarization impedance.

In the following paragraph, we will first discuss an equivalent circuit representing all the
phenomena occurring at the electrode-solution interface and then we will explain each
component in the circuit. The electrified interface can be considered as the series connection
of two parallel-plate capacitors with the thicknesses of a compact layer and a diffuse layer
respectively and with a water dielectric. This is the electrode-solution interfacial capacitance
of the electrified double layer. Apart from the double layer capacitance Cj, the electrode-
solution interface has faradic impedance representing a barrier to current flow between the
electrode and the solution, including the finite rate of mass transport and electron transfer at
the electrode surface. These phenomena are modelled in the equivalent circuit in Fig. 1, in
which the faradic impedance is in parallel with the double layer capacitance.

The current flowing through the electrified interface will encounter a resistance R.; caused
by the electron transfer at the electrode surface and Warburg impedance Zw due to limited
mass diffusion from the electrode surface to the solution. As a result, in the equivalent, the
electron transfer resistance R is in series with the mass diffusion limited impedance Zy. As
the current spreads to the bulk solution, the electrode has a solution conductivity-
determined series resistance, represented as spreading resistance Rs in the equivalent circuit.

2.1 Double layer capacitance (C))

The region between the electrode surface and the Outer Helmhotz Plane (OHP) consists
mostly of water molecules (Borkholder, 1998). The thickness of the OHP layer is xi (distance
from the metal electrode to OHP), and consequently the capacitance of the Helmholtz layer
Cp is given by,
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Fig. 1. Equivalent circuit for electrode solution interface. C; is the double layer capacitance,
Faradic impedance includes Z,,, the Warburg impedance and R, the charge-transfer
resistance. R; is the spreading resistance.

Cu =g/ xu @

The capacitance of the diffuse layer can be derived by differentiating the surface charge with
respect to the potential. The total interfacial capacitance C; of the electrified double layer
consists of the series combination of the Helmholtz compact layer and the diffuse layer.

1/Ci=1/Cu+1/Cqg )

where Cy is the capacitace of the Helmholtz layer described earlier and Cg is the Gouy-
Chapman capacitance due to the diffuse ion cloud.This double layer capacitance has been
studied in many works (Borkholder, 1998), (Schwan, 1968), (Simpson, 1980), (De Boer, 1978)
although most of them agree on the value of Ci. (approximately 15uF/cm?).

2.2 Warburg impedance (Zw)

Warburg impedance is related to the mass diffusion process occurring in the electrode-
electrolyte interface (Warburg, 1899). In AC measurements, in response to the sinusoidally
varying potential, the ion concentration gradient at the interface increases with frequency
and the ions diffuse less as frequency increases. The Warburg impedance follows this
expression,

-1/2
Zo= P K ©)
Ap(1+])

where A. is electrode area and K, [Qsecl/2cm?] is a constant determined by the
electrochemistry and mobility of the ions involved in the charge transfer reaction. It is
difficult to find a theoretical value for Ky, which in some works seems to be a parameter that
is included in the model to adapt the model to experimental measurements (Huang, 2004).
In other works, this impedance is not taken into account, because it is considered negligible
for the materials and frequency range used in electrophysiological experiments (Joye, 2008).
D. A. Borkholder, in his thesis, gives some reference values for Zy for circular bare platinum
electrodes of different sizes (Borkholder, 1998).

2.3 Charge transfer resistance (Rc)

Charge transfer resistance is determined by the electron transfer rate at the interface.
Electrodes made of noble metal electrodes such as platinum, gold etc., in physiological
saline solution act as catalytic surfaces for the oxygen redox reactions (De Rosa, 1977),
(Bagotzky, 1970). The reaction rates for the anodic and cathodic processes are not the same.
In the state of equilibrium, the interface current due to oxidation is equal but of the opposite
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sign to that caused by reduction. Additional potential applied to the electrode will cause a
net current flow. In the range comparable to the equilibrium current, the electrode behaves
as a linear resistive component the resistance of which is referred to as the charge transfer
resistance. As the voltage increases, the excess current increases exponentially and the
charge transfer resistance decreases exponentially with the applied voltage. The charge
transfer resistance can be described as,

14

R, =—t
ct ]o-Z

)
where J, is the exchange current density (A/cm?2), V. is the thermal voltage (KT/7) and z is
the valence of the ion involved in the charge transfer reaction.

2.4 Spreading resistance (Rs)

The final circuit element which must be included in the basic electrode/electrolyte model is
the spreading resistance. As the name implies, this resistance models the effects of the
spreading of current from the localized electrode to a distant counter electrode in the
solution. It can be calculated by integrating the series resistance of solution shells moving
outward from the electrode, where the solution resistance (R in ) is determined by

R, =pL/A ©)

where p is the resistivity of the electrolyte (Q*cm), L is the length between sensing and
counting electrodes (cm) and A is the cross-sectional area (cm?) of the solution through
which the current passes. A similar expression is used in most models (Borkholder, 1998),
(Joye, 2008).

3. Finite Element Model (FEM)

3.1 Cell electrode model

We first explored the work performed by Huang et al., making use of the computational
advantages offered by COMSOL (http://www.comsol.com) over FEMLAB. Our objective
was to obtain a model for the impedance changes caused by cell growth on electrodes
similar in size to the cell. The cells modeled in the simulation were 3T3 mouse fibroblasts,
which closely attach to surfaces and which typically have a cell-surface separation 0.15um.
The cells are about 5 um in height and, seen from above, are irregularly shaped and
approximately 30-50 pm in extent. A circular cell 30 pm in diameter centered on a 32x32 um
square sensing electrode was considered. (see Fig. 2). The sensing electrode was surrounded
by a counter electrode with a considerably greater area.

3T3 mouse fibroblasts consist of a thin (about 8 nm), poorly conducting membrane
surrounding a highly conductive interior (Giebel, 1999). The cell culture medium simulated
by Huang et al. is highly ionic and possesses a conductivity of approximately 1.5 S/m. The
cell culture medium fills the cell-electrode gap and forms an electrical double layer
(Helmbholtz plus diffuse layer) approximately 2 nm thick between the bulk of the medium
and the electrode.

Some approximations were made by Huang et al. to address the problem using FEMLAB.
Only one quarter of the electrode was simulated. As the problem involves a wide range of
distance scales, it was difficult to solve by finite-element techniques, so the following
adjustments were made:
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Fig. 2. Geometry of the model simulated in COMSOL.

o The electrical double layer modelling the electrode-solution equivalent circuit was
replaced with a 0.5 pm thick region with the same specific contact impedance.
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where 041 and &g are the conductivity and dielectric permittivity of the double layer, t is
the thickness of the region, C; is the interfacial capacitance per unit area, comprising the
series combination of the Helmholtz double layer and the diffuse layer, and Ky is a
constant related to the Warburg impedance contribution.

o  The cell membrane was replaced by a 0.5 pm thick region with the same capacitance per
unit area,

¢, =tC, @)
where C, is the membrane capacitance per unit area and t = 0.5 pm.

o  The electrode-cell gap was replaced with a 0.5 pm thick region with the same sheet
conductivity, that is

Feell -
o _ Ccell—electrode

gap — P “Omedium (8)

where teell-clectrode i the gap thickness and t is again 0.5 pm.
In our study we adopted the geometry of their simulation (see Fig. 2), and the values for the
conductivity and permittivity of the electrical double layer were calculated following the
same expression as shown eq. (6), with the same values for Ky, and Cj as those mentioned in
(Huang, 2004). Conductivity of the cell and the medium was also set to 1.5 S/m in our work.
However, the model used by X. Huang et al. for the electrode-cell gap and the cellular
membrane (egs. 7 and 8) was refined as shown in the following section.

3.2 Model enhancement

Several modifications were made in the model in order to simulate cell impedance
measurements more accurately and obtain a more complex model that reflected real
experiments in a more realistic way. These modifications were made in the following areas.
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3.2.1 Cell membrane

The equivalent circuit of the attached membrane was modeled as a resistance Ry, in parallel
with a capacitance Cy, in a similar way to that reported in (Borkholder, 1998). These
parameters are defined as,

1

Tg.A )
C.=c, A,

where A. is the area of the attached membrane (in our case A=706.86x102 m?2), gmem = 0.3
mS/cm? is the local membrane conductivity and cmem (1 pF/cm?) is the membrane capacity
per unit area. We can calculate the conductivity and permittivity of the cellular membrane
from the impedance using the following expression

P — (10)
K.(c+ joe)
where K is the geometrical factor (K = area / length). In our case a value of 5 ym was taken
as the length. (This value corresponds to the thickness of the membrane layer represented in
COMSOL). The value obtained for K was 1.413.103, and the values obtained for conductivity
and permittivity were 0 =1.5 uS/m and & = 5.001 nF/m (&,=565).

3.2.2 Cell membrane-electrolyte interface capacitance

This capacitance was not considered in Huang’s model, but may also be important, as it
models the charge region (also called the electrical double layer) which is created in the
electrolyte at the interface with the cell. The capacitance Cpgq is defined as the series of three
capacitances,

C = €€ mp A
n e
lel’
€,
C, =2t A 1)
" daHP - dmp
c - grJ2¢,e KTZ'n’'N A
KT

where A is the area of the attached membrane, g is the dielectric permittivity of free space;
emp and eopp are, respectively, the Inner and Outer Helmholtz Plane relative dielectric
constant; digp is the distance from the Inner Helmholtz Plane to the membrane; dopp is the
distance from the Outer Helmholtz Plane to the membrane; g4 is the diffuse layer relative
dielectric constant; Kz is Boltzmann’s constant; T is the absolute temperature; g is the
electron charge; z is the valence of ions in the solution; n is the bulk concentration of ions in
the solution; and N is the Avogadro constant.

For Cyg, the values given in (Joye, 2008) are considered. In particular, it is assumed that emp
=6, eopp =32, digp = 0.3 nm, dopp = 0.7 nm, z =1, T = 300 K, and ng =150 mM. The area of the
attached membrane is in our case A.=706.86 um?2 and &4 is set to 1. The following values
were obtained: Cpy= 0.125pF; Cp,»=0.5pF; Cq=2.22pF, and the total series capacitance was
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Cna=0.1pF. Comparing the impedance equivalent to this capacitance with the same
expression as before (eq. 10), and remodelling this layer as a 5 pm thick layer with K
=1413.10¢, we obtained €=0.0011 uF/m, which corresponds to &, = 124.29, the value that was
loaded into COMSOL.

4. COMSOL Simulations

As can be seen in Fig. 2, only one quarter of the electrodes and the cell was simulated.
Electrodes were modeled with no thickness. The first layer modeled on top of the electrode
surface was the 0.5 pm thick electrical double layer, which can be seen in the figure. On top
of the electrical double layer, the cell-electrode gap was modeled with another 0.5 pm layer.
In our simulation this layer included the cell membrane-electrolyte interface capacitance.
Finally, on top, we have the cell membrane, also modeled as another 0.5 um layer, and the
rest of the cell. For each layer, it is necessary to load the conductivity and permittivity values
calculated earlier into COMSOL. All surfaces had an insulating boundary condition (n*J=0)
with the exception of the surfaces separating the different layers and sub-domains within
the model, which were set to continuity (n.(Ji-J) = 0), and the bottom surfaces of the two
electrodes, which were set to an electric potential of 1V and 0V.

The Quasi-statics module of COMSOL was used to perform the finite element simulations.
In this mode, it is possible to obtain the solution for the electric potential for different
frequencies. The simulations were performed on a 2.26 GHz Intel(R) Core(TM)2 DUO CPU.
Solution times varied with the frequency but ranged from 3 to 6 minutes. In Fig. 3 we can
see the solution for the electric potential at the determined frequency of 100 Hz.

Max:1V
| JE— ol '
]

Fig. 3. Electric potential solution at 100Hz.

Two series of simulations, at frequencies ranging from 102 Hz to 106 Hz, were made with
and without the presence of the cell. Once the solution for the electric potential had been
found by COMSOL, Boundary Integration was used to find the electric current through the
counter electrode. With that value the electric impedance was calculated, taking into
account that the voltage difference between electrodes was 1V and that impedance had to by
divided by 4 (as only one quarter of the electrodes was being simulated.) The values
obtained are shown in Fig. 4.
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Fig. 4. Impedance magnitude of the microelectrode system with (red line) and without
(blue line) the cell.

The measured impedance changes by several orders of magnitude over the simuated
frequency range, in accordance with previous works (Schwan 1992), (Onaral, 1982). It can be
appreciated how the presence of the cell changes the measured impedance, with the biggest
change recorded at a frequency near to 105 Hz. This also corroborates the study carried out
by (Huang, 2004). Another way of representing the impedance magnitude is to observe the
impedance changes in the system with the cell on top with respect to the microelectrode
system without cell. This can be done by plotting the normalized impedance change with
respect to the cell-less system, defined as

ZC _ch
p=—c_—nc

. (12)

where Z. and Z,. are the impedance magnitudes with and without cell, respectively. The
normalized impedance changes in the system with the 30 pm-diameter cell modelled earlier
is plotted in Fig. 4 (red line). Figure 5 shows the normalized impedance parameter, 1, as a
function of frequency. It can be seen how the 100 kHz frequency seems to be the optimal
value for sensing the cell, since sensor sensitivity is maximum.
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Fig. 5. Simulated normalised impedances of the system, for a 30 pm cell diameter.
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5. Model extraction process

Figure 6 shows an example of a two-electrode impedance sensor useful for the ECIS
technique: e; is called the sensing electrode and e; the reference electrode. Electrodes can be
manufactured in CMOS process with metal layers (Huang, 2004) or using post-processing
steps (Manickam, 2010). The cell location on top of e; must be detected. Circuit models
developed to describe electrode-cell interfaces (Huang 2004, Joye 2008) contain technology
process information and take the cell-electrode overlap area as their main parameter. The
correct interpretation of these models gives information for: a) electrical simulation:
parametrized models can be used to update the electrode circuit in terms of its overlap with
cells, b) imaging reconstruction: electrical signals measured with sensors can be associated
with a given overlap area, making it possible to obtain the actual covering on the electrode
from experimental results.

Sensing Electrode(e;)

Solution

Current

X . .
Excitation

= V‘{ £

Voltage Response

Fig. 6. Basic concept for measuring with the ECIS technique using two electrodes: e; (sensing
electrode) and e; ( reference electrode). AC current i, is applied between e; and e, and
voltage response V, is measured from e; to ey, including the effect of e;, e and sample
impedances.

This work employs the electrode-cell model reported in (Huang 2004, Olmo 2010), obtained
using finite element method simulations. The model in Fig. 7 considers that the sensing
surface of e; could be total or partially filled by cells. For the two-electrode sensor in Fig. 6,
with e; sensing area A, Z(o) is the impedance by unit area of the empty electrode (without
cells on top). When e; is partially covered by cells in a surface A, Z(®)/(A-A.) is the
electrode impedance associated with the area not covered by cells, and Z(w)/A. is the
impedance of the area covered. Rg,, models the current flowing laterally in the electrode-cell
interface, which depends on the electrode-cell distance at the interface (in the range of 15-
150 nm). R, is the spreading resistance through the conductive solution. For an empty
electrode, the impedance model Z(w) is represented by the circuit in Fig. 1. For ey not
covered by cells, the model in Fig 7a was considered. The e; electrode is typically large and
grounded, and its resistance is small enough to be rejected. Figure 8 represents the
impedance magnitude, Z,, for the sensor system in Fig. 6, considering that e; could be either
empty, partially or totally covered by cells. The parameter ff, called the fill factor, can be zero
for A.= 0 (e electrode empty), and 1 for A. = A (e; electrode full). Z. (f/=0)= Z, is defined as
the impedance magnitude of the sensor without cells.
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Fig. 7. Proposed model for an electrode-solution-cell model with area A, uncovered by cells
(a) and covered over area A. (b).

The relative changes in impedance magnitude, defined in eq. (12), inform more accurately
from these variations: r is the change in impedance magnitude for the two-electrode system
with cells (Z.) as compared to the system without cells (Z). Figure 9 shows the r versus
frequency graph plotted for cell-to-electrode coverage ff from 0.1 to 0.9 in steps of 0.1, using a
Rgap = 90 kQ. The size of the electrode is 32 x 32 um?2. Again we can identify the frequency
range where the sensitivity to cells is high [10 kHz, 1 MHz], represented by r increments. For a
given frequency, each value of the normalized impedance r can be linked with its ff, allowing
cell detection and estimation of the covered area A.. Electrodes can be manufactured (in terms
of technology and size) according to r-sensitivity curves to improve sensor response.

2
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Fig. 8. Impedance evolution when fill factor increases 32 x 32 um?2 for a 32 x 32 um?2 electrode.
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Fig. 9. Normalized impedance r parameter evolution versus frequency. Each line
corresponds to values of the fill factor (or Ac covered by cells) in the range of 0.1 (nearly
empty) to 0.9 (nearly full).
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From Fig. 9, it can be deduced that electrode-cell electrical performance models can be used
to derive the overlapping area in a cell-electrode system, an useful resource for biological
studies. It can be observed how the curve matches with the frequency range, placing the
maximum r value at around 100 kHz, as predicted in the COMSOL simulations. A value of
Rgap = 90 kQ was selected for this curve, representing a maximum value of the r curve with
ff = 0.69, which in turn represents the ratio (A./ A), for the cell size of 30 um diameter shown
in the figure obtained using FEM simulations. Other cell sizes, with different diameters, can
be selected from the r curves in Fig. 9.

6. AHDL model for simulation

Electrical simulations are commonly employed by electrical engineering designers to obtain
useful information and predictions about circuit performance before circuits are sent to the
factory. Simulations of front-end sensor data acquisition circuits must be trained versus real
sensor models, so a reliable representation of a sensor is a prerequisite for a correct
acquisition circuit design. The modelling process for an impedance sensor, as described in
this work, can be performed using Analog Hardware Description Language (AHDL), which
can easily be incorporated into mixed-mode simulators as SpectreHDL. Another advantage
of using AHDL modelling is the possibility of incorporating non-linear circuit element
performance, in our case the frequency square root function in the Warburg impedance.
This makes AHDL models widely applicable, allowing accurate electrode-solution model
simulation, and enabling their incorporation into mixed-mode simulators.

6.1 AHDL model

The proposed model has three main parameters: the electrode area (A), the fill-factor (ff) or
percentage of the electrode area covered by cells, and the resistance of the gap region (Rgap).
Technological data is also included, defining the physical properties of the sensor material
and the solution. The HDL model directly implements the equations for circuit elements
described in section 2: capacitor double layer, transfer resistance, Warburg resistance and
spreading resistance, considering technology information (Borkholder, 1998) and
parameters A, ff and Rgap. An example with the R resistance is described in the following
lines:

// Resistor transfer: Rct

// Spectre AHDL for AHDL ELEC, resistor transfer, ahdl

module resistor transfer(pin,nin) (A,FF,T)

node [V,I] pin, nin;

parameter real A = 2500p;

parameter real FF = 0.0;
parameter real T = 309;
{
real curr density = 2.0e-5; /* Bmp/m2 Au-sol reaction*/
real z ions = 1.0; /* Valence ions */
real g e =1.6e-19; /* Charge e- */
real K =1.3806e-23; /* Constant Boltz. J/°K */
real v_thermal = 0.0; /* Thermal V. */
real rt = 0.0 ; /* ohm.m2 */
analog {
v_thermal = K*T/q e;
rt = (v_thermal/(curr density*z ions));

rt = rt / A*(1.0-FF);
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I(pin,nin) <- (V(pin,nin)/rt);

}
}
Analog Hardware Description Language (AHDL) offers an easy way to describe equivalent
circuits for the electrode-solution-cell model in Figure 1. Each circuit element is connected
using its node description. Inside, the corresponding equations are incorporated to describe
its electrical performance, technology data, geometry parameters (A) and model values
(Rgap). This cell-electrode description can be used to carry out electrical simulations.

6.2 SpectreHDL simulations

In this section we present some simulation results obtained when modelling a commercial
electrode: ECIS 8WI10E, from Applied Biophysics Inc. (http://www.biophysics.com). A
photograph of the complete system is shown in Fig. 10. Eigth wells can be seen, each one
containing ten circular gold microelectrodes, of 250 pm diameter. This impedance sensor
will be employed for the cell culture experiments described in section 7. For electrical
simulations, ten identical electrodes will be considered in parallel. The HDL model for each
one is described using the circuit equations from section 2 and the model in Fig. 7b.

Magnified

Fig. 10. Electrode employed for impedance measurements.

The expected performance of ten circular electrodes is illustrated in the following simulations.
Ten sensing electrodes were used (e; in Fig. 6), with just one common reference electrode (ez),
much larger than the sensing electrodes. Also shown are the electrode area dependence (A),
the fill factor dependence (ff), and the resistance gap dependence (Rgp), to illustrate the
model’s flexibility in different environments. Fig. 11 represents the normalized impedance r-
values expected for these electrodes, for Rg.p = 22 kO, when the fill factor changes from a
situation of electrodes uncovered by a cell (ff = 0.1) to nearly fully covered (ff = 0.9). Different
cell densities or sizes can be detected using these sensitivity curves. Several values of Rg.p can
also be used to match the models to observed performance. In Fig. 12, several Ry, values were
set for ff = 0.9, resulting in large changes in r-values. These parameters are used to apply the
proposed model to a specific cell line or cell culture experiment. Finally, the electrode area for
Rgap = 22 kQ and ff = 0.9 was also changed. In this way, electrode frequency response can be
set for the experiment’s given electrode geometry and technology parameters (Fig. 13). From
these simulated results, it can be observed that optimal working frequency is close to the
frequency proposed by the electrode factory (around 4 kHz), and that the electrode area
covered by cells can be simulated using the fill factor parameters, making it possible to study
cell density and size from the proposed model and simulations.
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Fig. 11. The r versus frequency curves obtained for ff e [0.1,0.9] and Rg.p = 22 kQ, using the
data from 8W10E electrodes.
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Fig. 12. The r versus frequency curves obtained for Rg,p € [10 k2,100 kQ] in steps of 10kQ,
for ff = 0.9, using the data from electrodes SW10E.
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Fig. 13. The r versus frequency curves obtained for Rg.p =22 kQ and ff = 0.9, for different
values of the electrode area: 49n (49.10< m?) corresponds to a circular electrode with a 250
um diameter.
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6.3 Model extraction

The performance curves obtained above can be used to match experimental results to model
parameters and obtain relevant biometric characteristics like cell size, cell culture density
and gap resistance. Specific cell parameters such as size and cell density can be obtained
from the fill factor values. Gap resistance value provides information about the cell type,
because it is related to cell adhesion and cell membrane electrical performance. Models can
thus be predicted from FEM simulations performed using the modelling procedure
mentioned in section 2. This means that the experimental performance observed in labs can
be matched to fit proposed model for the real time monitoring and interpretation of
biological experiments, especially cell culture protocols.

7. Cell culture applications

In this section, we present some applications for the cell-electrode electrical model
developed earlier. The objective is to employ the information obtained from model electrical
simulations to interpret cell culture experiments and to provide information about cell size,
cell culture growth processes and cell dosimetric characterization.

7.1 Size definition

Cell size can be measured directly from the fill-factor parameter using the sensor curve
sensitivities in Figures 11 to 13. There, maximum sensitivities to cell size (maximum r
values) are obtained at several frequency ranges (10 kHz to 1 MHz in Fig. 9). Cell size
testing should be performed after detection of the optimum frequency range. Another
consideration is that the electrode size should be of the same order as the cell size to be
detected using the maximum sensitivity delivered by the impedance sensor. This figure
demonstrates that cells of different sizes can be detected at a given working frequency by
measuring their corresponding normalized impedance value.

7.2 Cell growth

In normal conditions, a cell generates one replica (divides in two equal cells) in a cell cycle,
specific to each cell line, which may take several hours. Impedance sensors can be used to
measure the number of cells in a cell culture experiment, because the cells are attached to
the bottom electrode when they are not dividing. As the number of cells increases, the total
bottom area covered by cells increases too, increasing the number of cells placed on top of
an electrode and so in time, raising the impedance measured from the electrodes. In normal
protocols, growth rate is measured by a tedious process that requires seeding a number of
dishes equal to the number of time points to be represented, and counting the number of
cells in each dish everyday. Fig. 14a shows a growth curve we measured over seven days
using 8W10E sensors in a similar setup to that described in (Giaever, 1986). An initial
number of approximately 5000 AAS8 cells from chinese hamsters was seeded. From this
curve, impedance dynamic range is around 1220 ©Q, from 380Q to 1600 Q. Considering the
initial cell number of 5000 cells very low, we can take the initial impedance as due to the no-
cell impedance value (Zn.). At t = 6000 min, the medium was changed, and the confluent
phase was achieved at t = 8500 min, approximately. The maximum experimental value
given in eq. (12) is around r = 3.1, as illustrated in Fig. 14b. If we consider that in our model
the electrodes are almost fully covered by cells (ff = 0.9), the best matching value of Rg,p is
22 kQ. System response corresponds to the r-values illustrated in figures 11 and 12. From
these curves, the fill factors at different times can be obtained. Table I summarizes the
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relative normalized impedance values r at several times. Using Fig. 15 to represent the
sensor response, it is possible to obtain the corresponding fill factor at every instant. The
number of cells in real time can be estimated by considering that the number on top of each
electrode can be measured in the order of 500 to 1000 cells. For a well area of 0.8 cm?, the
maximum number of cells goes from 0.8 106 to 1.6 106. The number of cells, ne in Table I, is
obtained from 0.8x10¢, the expected final cell value. Initially, 5000 cells from the AAS8 cell
line were seeded. It was considered that a maximum 90% (ff=0.9) of the well surface was
covered by the cells. A value of Z,. =380 Q for r calculus at eq. (12) was also considered.

Fig. 14. (a) Impedance evolution in the cell growth experiment. (b) Estimated normalised
impedance r evolution.

Table I: Number of cells (ncell) obtained from the
impedance Zc measure in Fig. 14a, and using sensor

curves proposed for SW10E electrodes.
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Fig. 15. Table I shows the normalized impedance r-values obtained experimentally from
sensor curves in Fig. 14. ff values in Table I are obtained from experimental r-values, using
curves in this figure. For example, at t = 7500 min, the measured r value is 2.353, which
corresponds to ff = 0.810 on the impedance sensor curves, at the frequency of 4 kHz, and
using Rgap = 22 kQ.
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The approximate cell number can be deduced from the last column, allowing a real time cell
count based on the r-curves associated with the sensors. If different types of cells are
considered, for each one the Rg,, parameter can be calculated, producing r-curves specific to
each cell line. This process allows cell lines to be identified and differentiated, for example to
match the impedance measure of normal cells and cancer cells (Aberg, 2004).

7.3 Dosimetry analysis

Experiments to characterize the influence of certain drugs on cell growth were also
developed. These are usually known as dosimetry protocols, and consist on determining the
response of the cell growth to several drug doses. The objective is to demonstrate that the
proposed model for a cell-electrode system allows cells to be selected and counted under
different conditions. In our case, we again considered the AAS8 cell line and, as drugs, we
used six different doses of MG132 for growth inhibition, from 0.2 uM to 50 pM. After 72
hours of normal cell growth, the medium was changed and different doses of the drug were:
0.2,0.5,1, 5,10 and 50 uM for wells 3 to 8 respectively. Well 2 was the control.

The experimental impedances obtained for the 8 wells are shown in Fig. 17, for a working
frequency of 4 kHz. At the end of the experiment it could be observed that impedance
decreases as drug dosage increases. The control well (W2) was full of cells with the
maximum impedance, while the well with the maximum dosage (W8) had the lowest
resistance, at the bottom. The black line (W1) represents electrode-solution impedance. In
this case, after the medium change (t = 4000 min), impedance was seen inexplicably to drop
below the initial baseline level (400 Q). As in cell cultivation experiments, a resistance value
was taken based on a starting value of Z,, as a value representative of electrode-solution
impedance. Final impedance values at 8000 min, Z.,, were considered as the final response,
in Table II. Considering Z,. and Z, r values are calculated in the third column. The r versus
frequency curves in Fig. 15, can be used to obtain the estimated ff values from the proposed
model. The number of cells at the end of the experiment was also counted, and is shown in
the last column for each well. Considering ffm.x = 0.9 for an experimentally measured cell
number of 8.06x105, it is possible to calculate the rest of the expected ff values.

The same data is summarized in Table III for 2, 4 and 10 kHz respectively. The best match is
obtained at 4 kHz in fill factor (ff parameter). The impedance baseline, Z,, for r calculus can
be seen to decrease with frequency, due probably to electrode impedance dependence. For
medium resistance (W1) and high drug concentration wells (W7,W8), the resistance
measured is below Zy, so eq. (12) cannot be applied for r calculation.

8. Cell imaging impedance-based

Another application of the proposed model for testing cell culture impedance sensing is the
implementation of an impedance based imaging system (Ytufera, 2011)(Ytafera, 2010a). This
can be done when, as was commented before, cell sizes are of the same order as
microelectrode sensors. In this example, we have only considered a simplified model for
electrode-solution-cell electrical performance.

8.1 Cell location applications
The cell-electrode model: Fig. 19 shows the model employed for a two-electrode sensor as
shown in Fig. 6. For the empty electrode, the impedance model Z(®) has been chosen. The
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Fig. 16. Impedance obtained in 8 wells (W1 to W8) at 2 kHz frequency. W1: Medium. W2:
Control. W3: 0.2uM. W4: 0.5 uM. W5: 1 uM. W6: 5 uM. W7: 10 uM. W8: 50 uM.
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Fig. 17. Impedance obtained in 8 wells at 4 kHz frequency. (a) W1: Medium (b) W2: Control
(c) W3: 0.2uM (d) W4: 0.5 uM (e) W5: 1 puM (f) W6: 5 uM (g) W7: 10 pM and (h) W8: 50 uM.
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Fig. 18. Impedance obtained in 8 wells at 10 kHz frequency. (a) W1: Medium (b) W2: Control
(c) W3: 0.2uM (d) W4: 0.5 uM (e) W5: 1 pM (f) W6: 5 uM (g) W7: 10 pM and (h) W8: 50 uM.
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Z. r . ff ff N
Well at t= 8000 min from Zc and Znc estimated from expected cells
model measured
1 259.2 - - - Medium
2 1631.7 31 0.90 0.900 8.06x10°
3 1454.7 2.6 0.85 0.690 6.13x10°
4 1030.6 1.5 0.72 0.610 5.41x10%
5 625.8 0.5 0.44 0.410 3.60x10°
6 4174 0.05 0.037 0.036 3.20x10*
7 406.8 0.015 0.016 0.024 2.10x10*
8 99.6 <0 - 0.005 4.00x10%

Table II. Experimental values for relative impedance (r) and fill-factor (ff). Zn. = 400 Q.
Frequency =4 kHz.

Z:.[Q] r ff
at t= 8000 min from Z. and Zn. Estimated from model
Well | 2kHz | 4kHz | 10kHz | 2kHz | 4kHz | 10kHz | 2kiiz | #KHZ | 10kHz i

expected

1 212 259.2 178 - - - - - - Medium

2 1650 | 1631.7 | 1500 243 3.1 3.76 0.98 0.90 0.90 0.900

3 1524 | 1454.7 | 1336 218 2.6 3.24 0.94 0.85 0.88 0.690

4 1042 | 1030.6 | 1012 117 15 221 0.82 0.72 0.82 0.610

5 580 625.8 580 0.21 0.5 0.84 0.32 0.44 0.44 0.410

6 432 417.4 282 - 0.05 - - 0.037 - 0.036

7 419 406.8 267 - 0.015 - - 0.016 - 0.024

8 84 99.6 43 - - - - - - 0.005

Table III. Experimental values for relative impedance (r) and fill-factor (ff) at different
frequencies. Z,. = 4800, 400, and 315Q for 2, 4 and 10 kHz working frequency respectively.

circuit is shown in Fig. 19c, where C;, R, and R, are dependent on both electrode and
solution materials. For e, the model in Fig 19a, uncovered by cells, was considered. Usually,
the reference electrode is common for all sensors, because its area is much higher than e;.
Figure 19d shows the relative impedance magnitude, r, for the sensor system, using a cell-
to-electrode coverage ff from 0.1 to 0.9 in steps of 0.1. Again, the frequency range where the
sensitivity to cells is high, represented by r increments, can be readily identified. For
imaging reconstruction, the study in (Yuafera, 2011) proposes a new CMOS system to
measure the r parameter for a given frequency, and to detect the corresponding covering
area on each electrode according to the sensitivity shown in Fig 19d.

8.2 2D image applications

The case simulated was that of an 8x8 two-electrode array. The sample input to be analysed
was a low density MCF-7 epithelial breast cancer cell culture, as shown in Fig. 20a. In this
image some areas are covered by cells and others are empty. Our objective was to use the
area parametrized electrode-cell model and the proposed circuits to detect their location.
The selected pixel size was 50 pm x 50 pm, similar to cell dimensions. Figure 20a shows the
grid selected and its overlap with the image. We associated a squared impedance sensor,
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Fig. 19. Electrical models for (a) e; electrode without cells and, (b) e; cell-electrode. (c) Model
for Z(w). (d) Normalized magnitude impedance r for ff= 0.1 to 0.9 in steps of 0.1. C,=1InF,
Rp=1IMQ, R=1kQ and Rgp=100 kQ.

similar to the one described in Fig. 6, with each pixel in Fig. 20a to obtain a 2D system
description valid for electrical simulations. An optimum pixel size can be obtained using
design curves for normalized impedance r and its frequency dependence. Each electrical
circuit associated to each e; electrode in the array was initialized with its corresponding fill
factor (ff) producing the matrix in Fig 20b. Each electrode or pixel was associated with a
number in the range [0,1] (ff) depending on its overlap with cells on top. These numbers
were calculated to an accuracy of 0.05 from the image in Fig.20(a). The ff matrix represents
the input of the system to be simulated. Electrical simulations of the full system were
performed at 10 kHz to obtain the impedance corresponding to each electrode using the
AHDL model proposed in section 6. Pixels were simulated by rows, from the bottom left
hand corner (pixel 1) to the top right hand corner (pixel 64) (Ytfera, 2011).

To have a 2D graph image of the fill factor (the area covered by cells) in all pixels, values or r
were obtained from the measurements taken and the sensor curves are used in Fig. 19. The
results are shown in Fig 21, which represents the 8x8 ff-maps. In the maps, each pixel has a

pixel 64
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Fig. 20. (a) 8x8 pixel area selection in epithelial breast cancer cell culture. (b) Fill factor map
(ff) associated with each electrode (pixel).
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Fig. 21. 2D diagram of the fill factor maps for 8x8 pixels: (a) ideal input. Image reconstructed
from simulations at (b) 10 kHz and (c) 100 kHz.

grey level depending on its fill factor value (white is empty and black full). Specifically, Fig.
21(a) shows the ff-map for the input image in Fig. 20b. Considering the parametrized curves
in Fig. 19 at 10 kHz frequency, the fill factor parameter was calculated for each electrode and
the results are shown in Fig. 21b. The same simulations were performed at 100 kHz,
producing the ff-map in Fig. 21c. As Fig. 19 predicts, the best match with the input is found
at 100 kHz, since normalized impedance is more sensitive and the sensor has a higher
dynamic range at 100 kHz than at 10 kHz. For reported simulations, 160 ms and 16 ms per
frame are required working at 10 kHz and 100 kHz, respectively. This frame acquisition
time is enough for real time monitoring of cell culture systems.

9. Conclusions and discussion

The main objective of the work described in this chapter is to develop alternative methods
for measuring and identifying cells involved in a variety of experiments, including cell
cultures. To this end, we have focussed on obtaining models of the sensor system employed
for data acquisition, and on using them to extract relevant information such as cell size,
density, growth rate, dosimetry, etc.

First of all, the impedance parameter was selected as an excellent indicator of many
biological processes, and Electical Cell-substrate Impedance Spectroscopy (ECIS), a
technique currently considered very promising, was employed. Microelectrode impedance
based sensors were analyzed, and finite element simulations carried out to model the
electrical performance of both electrode-solution and electrode-solution-cell systems. This
modelling process, starting with basic descriptions such as cell size, impedance, etc., enabled
the use of different cells.
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A practical circuit for electrode-solution and electrode-solution-cell simulation was
employed, with the capacity to incorporate modelling information derived from FEM
simulations. An Analog Hardware Description Model was proposed to incorporate this
model to mixed-mode simulations at SpectreHDL, allowing non-linear performance
characterization for the model proposed and the use of mixed-mode simulators.

Commercial 8W10E electrodes supplied by Applied Biophysics (AB) were modelled using
the proposed five element circuit, obtaining good matches. Optimal measurement frequency
was identified near 4 kHz, which is the frequency usually recommended by AB. Relative
impedance changes were also related to the cell density thanks to fill factor parameters.

A set of experiments were conducted to match the proposed models with the performance
observed at cell cultures. The first proposal was to study cell growth evolution based on
8W10E electrodes. Curves obtained experimentally, using a basic set-up, allowed real time
growth to be monitored. An estimation of the number of cells was obtained using sensor
curves calculated from the proposed electrical model.

Dosimetry experiments reproduce conditions similar to those of cell growth, but in this case,
a growth inhibitor was added at different doses. In the experimental data, it was observed
that the higher the dose, the more the measure impedance decreased, in according with the
expected performance. We still do not fully understand the experimental results obtained
from the measurements. Impedance inexplicably fell below the expected baseline (Zxc).
However, impedance curves for the control and for small drug doses were perfectly aligned
up to this impedance level. A proposed model was set up with Rg,, = 22 kQ to explain the
experimental data. Deviations from the data expected were in the order of 10% and 20% in
fill factor calulations (ff), and were more precise at 4 kHz.

A final application was illustrated in the field of microscopy for cell cultures through the
correct decoding of impedance response. By calculating the fill factor, it is possible to define
the area occupied over one microelectrode.

As mentioned earlier, deviation in the fill factor determination was seen to be large, and the
results are not accurate; in the future it will be necessary to analize the influence of certain
error sources to increase the system performance. Firstly, data was collected using a simple
set-up, in an attempt to reproduce the procedures followed in the experiments done by
Giaever and Keese (1986). In these measurements, serial load resistance was large (1 MQ), to
limit the current through the cell to 1 pA. Signal-to-Noise Ratio (SNR) was low due to the
large noise contribution from high resistance values. Other, improved setups should be used
in the future. Secondly, the proposed model has the advantage that it needs only one
parameter (Rgap), in comparison with another reported model using three parameters
(Giaever, 1991). This makes easy to handle experimental data, but also introduces
inaccuracies. The possibility of adding more parameters to the model should be considered
in the future. Finally, finite element simulations must be developed for different cell lines to
really test the cell identity in biometric applications.
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1. Introduction

New trends in biometrics are inclined to adapt both identification and verification process
to mobile devices in order to provide real scenarios and applications with a more secure
frame. In fact, upcoming applications related to electronic commerce are demanding more
trustworthy and reliable techniques to ensure their operations and transactions [Van Thanh
(2000), for instance. In other words, biometrics are requested to provide an appropriate
alternative to current pin codes and passwords.

Furthermore, commercial biometric systems normally have no constraints in terms of
computational cost or involved hardware but they do aim the highest accuracy in personal
identification. In contrast, applying biometrics to mobile devices requires a reconsideration of
previous lack of constraints since a mobile device is at present far from being comparable to
current biometric systems in terms of hardware.

Based on these concerns, this document presents a biometric system based on hand
geometry oriented to mobile devices, since hand images were acquired with mobile devices.
This approach offers the possibility of identifying individuals easily with a non-intrusive
acquisition procedure, using a picture taken with the mobile phone and avoiding the use
of a flat surface to place the hand, providing this system with a non-contact characteristic.
Moreover, the hand can be acquired without constraints in orientation, distance to camera or
illumination, since the proposed technique within this paper is invariant to previous changes.
This property provides an increase in the acceptance of the biometric technique by the final
user, together with the fact that no removal of rings, watches and the like is required for image
acquisition.

In contrast, such lack of constraints in acquisition demands a more challenging solution in
relation to segmentation and feature extraction. The former operation must be able to isolate
completely hand from background, regardless what is behind the hand. In case of feature
extraction, the template must be independent from which hand is considered for identification
(left or right hand) and invariant to changes in orientation, position, distance to camera and
the like. In addition, the proposed template considers finger widths and lengths and, besides,
information from four fingers (index, middle, ring and little/pinky) is considered, instead of
global features from the whole hand.
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The proposed system has been tested with three databases collected in different environments,
with two mobile phones and therefore different cameras.

First database was created to evaluate the proposed algorithm in terms of detection accuracy,
containing samples of 120 individuals from a population with different ages, gender and
races, taken with an HTC, throughout a period of four months. Segmentation algorithm is
exclusively tested by images in second database, a collection of synthetic hand images, based
on first database, but with different environments (soil, grass, tiles, walls and the like), so
that real scenarios can be simulated. Finally, third database was collected to evaluate to what
extent segmentation and feature extraction algorithm were invariant to different degrees of
hand opening, distance to camera and rotation. This latter database was completed using a
Sony Ericsson w380i mobile.

The achieved results provide an Equal Error Rate of 4.1+ 0.2 % by using 60 features (15
features in each finger) and seven training samples for template extraction, being able to
obtain an EER of 3.8 £ 0.1 % when increasing the number of training samples to ten, by using
a Support Vector Machine linear classifier.

The layout of the paper is arranged as follows: Section [2] provides a literature review in hand
biometrics, drawing attention to hand geometry approaches. Sections [3|and |4| describe both
the segmentation procedure and how features are extracted. Before presenting the results in
Sectionlf] a description of the databases involved to evaluate the biometric system is provided
in Section[B] Finally, this document ends with conclusions and future work in Section 7}

2. Related work

The distinctive characteristics within the human hand have inspired different identification
techniques based mainly on geometric aspects/Sanchez-Reillo et al.|(2000); Zheng et al.|(2007),
texture patterns |[Kong et al.|(2009) and hand vein templates|Shahin et al,|(2008). Considering
geometric aspects, there exist several previous works based on a wide variety of topics Singh
et al.| (2009); Zheng et al.|(2007): fingers and hand measurements Sanchez-Reillo et al.| (2000);
Singh et al.|(2009), hand contour|de Santos Sierra et al.|(2009);|Yoruk et al.|(2006), 3D geometric
representation [Kanhangad et al.| (2009), graph description |Gross et al.| (2007); Rahman et al.
(2008) and so forth. Furthermore, research lines in hand biometrics based on geometric aspects
consider a fusion among different characteristics leading to an enhancement in verification
and identification|Varchol et al.| (2008);|Wang et al.[(2009);|Yang & Ma| (2007).

An aspect of relevance regards how the hand is acquired concerning not only the acquisition
devices but also to what extent hand background is under control. Generally, CCD Cameras
are the most common device to acquire hand images (Covavisaruch & Prateepamornkul
(2006); |Sanchez-Reillo et al.|(2000); |Yu et al.| (2009) providing with a wide variety of images
resolutions depending on the camera. In addition, scanners are also considered as an
adequate alternative to CCD devices [Hashemi & Fatemizadeh| (2005); |Varchol et al.| (2008).
For the sake of a precise acquisition, hand is usually located on a flat surface provided with
guiding pegs ensuring that hand is exactly placed on the same position. However, some
problems arise from this approach which concern shape deformation, an increase in the
device acquisition complexity and, more recently, contact-based acquisition devices can be
considered controversial regarding hygiene and public-health issues|Zheng et al.|(2007).

On the basis of this fact, peg-free biometric systems tackles with this problem although
many approaches still preserve the flat surface to locate the hand. Some works propose an
acquisition procedure avoiding completely any contact with surfaces|de Santos Sierra et al.
(2009); |Zheng et al.| (2007). However, these contact-free approaches cope with the problem
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of isolating the hand from a more complicated background, since previous works based on
contact or semi-contact devices had a controlled background. In other words, contact-free
biometric systems provide less invasiveness in acquisition at expense of an increase in the
computational cost of the feature extraction and segmentation algorithm.

Regarding invasiveness, most of previous works require a removal of rings, bracelets and
similar complements Kukula et al.|(2007), although many trends tend to extract hand features
and descriptors without requiring any removal |de Santos Sierra et al| (2009); Yoruk et al.
(2006).

Different illumination scheme have been proposed. Normally, a gray-scale image provides
enough information concerning not only geometric aspects but also palmprint or fingerprint
texture information|Arif et al.| (2006); Yang & Ma|(2007). In contrast, color images provide more
information on skin color and therefore more useful information for contact-less approaches.
In addition, several color spaces have been also proposed to facilitate the procedure of
segmentation, although most common used space is RGB|Tan et al.|(2009).

Several authors have proposed an infra-red illumination environment |Ferrer et al| (2009);
Shahin et al.| (2008) based on the fact that infra-red illumination allows to extract hand
contour easily since infra-red light highlights that region closer to the focus, and therefore,
background is rarely illuminated. However, these acquisition systems require both a special
illumination and an infra-red camera, difficult to be embedded on daily devices like mobiles
and smartphones, for instance.

Hand biometric acceptation was assessed in|Kukula & Elliott| (2005} 2006); Kukula et al.| (2007)
evaluating the performance of the biometric system in relation to the number of attempts
in accessing the system. In fact, the repeated used of the device provides an increase in
the identification accuracy of participants. Therefore, the individuals get easily habituated
to hand biometric devices, although many users required more restricted instructions when
facing the system. Similar conclusions were obtained in|de Santos Sierra et al.| (2009) where
hand images were acquired in a free space.

New trends in biometrics tend to adapt current systems to mobile devices. However, not
every biometric technique is suitable for this adaptation. Furthermore, mobile devices
imply certain limitations in relation to computational cost and performance efficiency and
accuracy. Obviously, mobile security is not so demanding as, for instance, an application in an
international airport. In the literature, there exist previous approaches concerning biometrics
and mobiles involving different biometric characteristics: Face Recognition on Symbian OS
Abeni et al.| (2006); ljiri et al.| (2006), Voice Recognition Shabeer & Suganthi| (2007), Keystroke
Dynamics |Saevanee & Bhatarakosol|(2008), Hand de Santos Sierra et al.|(2009), Palmprint Han
et al.| (2007) or Finger Pressure McLoughlin & Naidu| (2009); |Saevanee & Bhatarakosoll (2008);
Shabeer & Suganthi| (2007). All previous work coincide on the same conclusions: mobile
devices imply limitations for biometric accuracy and efficiency, but provide a high degree
of security in daily applications.

3. Segmentation

As presented in the literature review (Section [2), segmentation in hand biometrics was
almost a trivial operation, since the background is completely uniform and different in
color and intensity to hand texture |Boreki & Zimmer| (2005); \Sanchez-Reillo et al.| (2000); |Yu
et al|(2009). However, the acquisition procedure proposed within this document requires
a more demanding segmentation procedure able to isolate entirely and precisely hand from
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background. Notice, that this background is unknown and there is no prior information about
it, since images could be acquired at any place regardless the environment.

Images were acquired in a RGB color space, which is a standard format for comercial mobiles.
However, the proposed segmentation is carried out in a different color space, since RGB
provides not enough information to distinguish properly hand from background. In order to
obtain an adequate accuracy in segmentation, CIELAB (CIE 1976 L*,a*b*) was selected due to
its ability to describe all visible colors by the human eye Gonzalez & Woods|(1992); Mojsilovic
et al.|(2002); Tan et al.| (2009).

This color space transformation facilitates enormly the segmentation operation by offering a
representation in which pixels corresponding to skin texture are separated in terms of L*a*b*
intensities from rest pixels. Selecting which layer contains more distinctive information for
segmentation is in fact a crucial matter|Albin et al|(2002); Gonzalez & Woods|(1992); Recky &
Leberl|(2010);|Wang et al.[(2010). The proposed method makes use of the Entropy of an image,
H, to select which layer contains more unique or distinguishing information [Luengo-Oroz
et al.|(2010).

Normally, experiments show that layer a provides more distinctive information.

After selecting the proper layer, pixels must be divided into two groups: a group containing
pixels corresponding to hand, and a second group gathering those pixels describing
background. This classification is carried out by a k-means algorithm, which provides a
suitable clustering solution for segmentation problem Recky & Leberl| (2010), gathering in
a unique cluster those pixels corresponding to hand texture.

Although a deep explanation of k-means procedure is far beyond the scope of this article
Gonzalez & Woods|(1992), the segmentation problem can be stated as follows: given an image
I, the aim of this k-means algorithm is to divide the image I into k clusters, minimizing the
intracluster square sum (Eq. [T):

k
argmin Y T [~ )
S i=lx€S

where S corresponds to the segments in which the image I is divided, and y; represents the
ith clustering distribution mean.

Classification is based not only in colour information, but also in the position within image.
This is essential for avoiding the effects of rings and small ornaments on hands, since they are
considered as part of the hand, despite of slightly deforming the hand. However, the aim of
this procedure is twofold: to ensure fingers not to be splitted from hand, remaining the hand as
a unique solid blob, and to keep simple the segmentation algorithm (the most time consuming
step in hand recognition, Section @, considering both the fact that the procedure could be
implemented in mobiles and that ignoring measures extracted from regions associated to rings
is easier than correcting the error provided by the ring.

A deeper understanding of the effects produced on the template and system accuracy remains
as future work, together with an adequate processing to avoid this effect.

Obviously, this fact affects posterior measures, and therefore, the effects of rings in feature
extraction will be explained under Section 4]

In order to obtain a binary image (those pixels belonging to hand represented by a high value,
and thus background represented by zero), k is set to k = 2. In addition, ensuring which group
corresponds to hand ("1” values) or background ('0" values) is easily carried out by analyzing
which group is more isolated from the outside boundary (image border). Reader may notice
that this assumption implies that individuals have colaborated with the system in locating
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the hand within the camera visual field, and therefore within the boundaries of the image.
Otherwise, in case of hand being too close to camera (and therefore not being confined within
image boundaries) or hand not appearing completely in the image, a correct segmentation
will not be carried out (hand does not appear completely within image), implying that image
must be rejected and requiring a new acquisition.

Due to illumination and background, the result provided by the k-means algorithm could
be slightly inaccurate in the boundary, and therefore a morphological operation must be
performed to soften that contour. The selected operation is a morphological opening|Gonzalez
& Woods|(1992); Luengo-Oroz et al|(2010), with a disk structural element of small dimension
(5 pixels of radius), since such a structural element suites adequately hand geometry, based
on the rounded shape of a hand, without any sharp contour.

4. Template extraction

This section defines the features to be extracted from hand in order to reduce the biometric
information contained within the hand to more comparable and measurable parameters.
These features must describe and define the hand uniquely and univocally, and must
remain invariant to changes of size, distance to camera, rotation and similar variations in
acquisition. Some previous works provide similar templates based on width fingers and
distances extracted from hand Boreki & Zimmer|(2005);(Sanchez-Reillo et al.|(2000), and others
consider free-space acquisition Ferrer et al.|(2009); Zheng et al.|(2007), but without considering
a high degree of freedom in hand changes and mobile devices acquisition.

Before extracting features, tips and valleys are detected according to previous work|de Santos
Sierra et al.| (2009); Munoz et al.| (2010), based on the difference of pixels in the hand contour
and hand centroid.

The proposed method extracts features by dividing the finger from the basis to the tip in
m parts. Each of these former parts measures the width of fingers, based on the euclidean
distance between two pixels. Afterwards, for each finger, the m components are reduced to n
elements, with n < m, so that each n component contains the average of [%J values, gathering
mean value, ¢ and standard deviation . In other words, template is extracted based on an
average of a finger measures set, being more reliable and precise than one single measure
(Section [6). This approach provides a novelty if compared to previous works in literature
(Section @), where single measures were considered.

Furthermore, each n component is normalized by the corresponding finger length, in an
attempt to provide independence on distance to camera.

Therefore, the template can be mathematically described as follows. Let F = {f, fum, fr, f1}
be the set of possible fingers, namely index, middle, ring and little, respectively. Let A =
{Ai, Am, Ar, Ap} be the set of distances for the corresponding finger.

Each finger f; is divided into m parts from basis to top, resulting in the set of widths QO =
o of

..., 5% », where each
Ag’ T Ag }’

{w1,...,wm}. From set O, the template is represented by A £ = {

(5{ " is defined as the average value of at least | 2 | components in Q) f,- Notice that this division

could imply that last element &, could be the average of more than | % | components in order

to ensure that every element in ) £ 18 considered to create A fie
Features are not extracted in thumb finger due to its variability in terms of movement, position
and direction, and thus, none sufficient distinctive information can be extracted, despite of
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normalization. Therefore, the biometric template representing a hand is composed of a total
of 4 x n elements. This relation will be studied in detailed within results section (Section[6).
In order to compare templates among individuals, this paper proposes (Support Vector
Machines, SVM [Kumar & Zhang| (2006} [2007)) with linear kernel functions as an adequate
and accurate classifier, which has provided the best results when compared to other classifiers
and kernel functions.

The number of samples to create the template in order to train the SVM properly is studied in
Section[6.3]

5. Database acquisition

This biometric method is oriented to mobile applications and therefore, the algorithm must be
tested with images acquired from mobile devices. The databases differ in the mobile device
involved to acquire images, number of individuals, images sizes and the like. First database
is used to evaluate (train, validate and test) the whole system considering identification
efficiency. Second was created synthetically based on first database to evaluate only the
performance of segmentation, with the aim of assessing the implemented algorithms in
different environments and scenarios. Finally, third database was collected to evaluate feature
changes in rotation, hand opening and distance to camera. These databases are available at
http://www.gb2s.es.

5.1 First database

This database is the most complete containing hand captures of 120 different individuals of
an age range from 16 to 60 years old, gathering males and females in similar propotion.
Furthermore, considering a contact-less approach for biometric hand recognition, every hand
image was acquired without placing the hand in any flat surface neither requiring any removal
of rings, bracelets or watches. Instead, the individual was required to open his/her hand
naturally, so the mobile device (an HTC) could take a photo of the hand at 10-15 cm of distance
with the palm facing the camera.

This acquisition implies no severe constraints on neither illumination nor distance to mobile
camera and every acquisition was carried out under natural light. These approach combines
several current challenges in hand biometric recognition with the limitation of mobile devices.
Therefore, it is a database with a huge variability in terms of size, skin color, orientation, hand
openness and illumination conditions.

In order to ensure a proper feature extraction, independently on segmentation, acquisitions
were taken on a defined blue-coloured background, so that segmentation can be easily
performed, focusing on hands. This background can be easily replaced by another texture
like soil, tiles and the like, as it will be seen in Sections[5.2]and

Some samples of this first database are provided in Figure([T]

Both hands were taken, in a total of two sessions: During the first session, 10 acquisitions from
both hands are collected; second session is carried out after 10-15 minutes, collecting again 10
images per hand.

The image size provided by the device is 648x338 pixels.

5.2 Second database

Second database is entirely aimed to evaluate segmentation, assessing to what extent the
segmentation algorithm can satisfactory perform a hand isolation from background on real
scenarios.
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Fig. 1. Samples of first database, with blue-coloured background.

In order to simulate that hand is located over different backgrounds, that region considered as
background in the segmentation procedure carried out for images in first database is replaced
by different textures. Afterwards, an opening morphological operator (with a disk structural
element of radius 5) for colour images [Gonzalez & Woods| (1992) is considered to avoid
possible edges separating hand and the latter texture, providing a more realistic environment.
Different backgrounds are considered in an attempt to cover all possible real scenarios,
containing textures from carpets, fabric, glass, grass, mud, different objects, paper, parquet,
pavement, plastic, skin and fur, sky, soil, stones, tiles, tree, walls and wood. Five different
images from every texture were considered to ensure more realistic environments. All
previous texture backgrounds were taken from http://mayang.com/textures/.

Some examples of second database can be seen in Figure[2}

Fig. 2. Samples of second database in different backgrounds for a given acquisition taken
from first database.

For each image on first database, a total of 5 x 17 (five images and 17 textures) images are
created. Therefore, second database collects a total of 120 x 2 x 20 x 5 x 17 = 408000 images
(120 individuals, 2 hands, 20 acquisitions per hand, five images and 17 textures) to properly
evaluate segmentation on real scenarios.
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5.3 Third database

Finally, third database is collected by a Sony Ericcson w380i mobile devices, with a camera
of 1.3 Megapixels and image dimensions of 1280x1024. This database contains images from
10 individuals with the aim of measuring three different aspects: rotation, 50 images per
angle were taken (5 angles: 0°, 45°, 90°, 135° and 180°. All these angles are referred to the
vertical line formed by individual’s head and feet, placing the hand with the palm facing the
individual with the fingers pointing to the top), for each individual (a total of 2500 images);
hand openness, 50 images per position (three possibilities: normal, not very open and very
open) and individual which makes a total of 1500 images; and distance to camera, 50 images
per distance (two distances: 15 cm and 30 cm) and individual (10 users) making a total of 1000
images. Regarding openness degree, normal degree is considered when the surface of the
palm is totally flat, with a openness radius of infinity. Not very open means to have a slightly
concave curvature of the palm (a big positive radius of curvature), and very open means to
have a slightly convex curvature of the palm (a big radius of curvature, but opposite to the
previous one).

Therefore, the database contains 5000 images of 10 individuals. It must be pointed out that
angles in this database are not precisely measured but approximated, similarly to the distance
to the camera and the hand openness degree. Several samples of this database are provided

in Figure

Fig. 3. Samples of third database, with different rotation angles, distance to camera and
openness degree.

6. Results

Evaluation in hand biometrics involves assessing how the segmentation procedure isolates
hand from background, to what extent features are invariant to changes (position, scale
or orientation) and the accuracy in identifying and verifying individuals given a database.
Therefore, this section will be divided into three different parts corresponding to each aspect
to be assessed.

6.1 Segmentation evaluation

Concerning segmentation evaluation, a supervised evaluation method [Munoz et al| (2010);
Zhang et al| (2008) was considered, comparing the segmentation result to a ground-truth
solution obtained based on the segmentation carried out for first database. This first database
contains hand acquisitions with a known background, becoming relatively easy to extract
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Texture F(%) Texture F(%) |Texture F(%)

Carpets 80.71+0.3 Paper 86.2+0.1| Stones 82.4+0.1
Fabric 83.2+0.1| Parquet 76.1+02| Tiles 89.240.2
Glass 92.54+0.2| Pavement 88.3+0.3| Tree 98.7+£0.1
Grass 91.6+0.1|Skin and Fur 86.7+0.1| Wall 87.3+0.3
Mud 82.6+0.2 Sky 89.3+0.1| Wood 83.8+0.2
Objects 88.24+0.3 Soil 71.1+0.2

Table 1. Segmentation evaluation by means of factor F in a synthetic database with 17
different background textures.

precisely hand from background. This segmentation will be considered as ground-truth for
this evaluation.

In order to measure to what extent the result is similar to ground-truth, factor F|Alpert et al.
(2007) provides a suitable manner to assess segmentation. Factor F is defined by Eq.

2RP

F=®r+p @
where R (Recall) represents the number of true positives (true segmentation, i.e. classify a
pixel corresponding to hand as hand) in relation to the number of true positives and false
positives (false background segmentation, i.e. consider a pixel corresponding to background
as hand) and P (Precision) represents the number of true positives in relation to the number of
true positives and false negatives (false hand segmentation, i.e. consider a pixel corresponding
to hand as background).
The results of factor F obtained for second database are presented in Table[T} Notice that those
textures similar in color and textures to hand (like mud, wood, skin and parquet) decrease the
performance of the segmentation algorithm.
In addition, we present the segmentation result within Figure [4] where first row provides
some examples of both left and right hands from first database, together with their
segmentation results in second row, representing the ground-truth segmentation. Besides,
some examples from the synthetic database were taken to compare segmentation results
between an under-control background and their corresponding synthetic images, with a
random background (third and four row). A complete understanding of the effects of these
backgrounds on identification rates will be a future work aim.

6.2 Feature invariance evaluation

Providing information on the evaluation regarding feature extraction represents a difficult
task, since the assessment would consist of comparing each feature in different situations for
each database. However, a small sample of features (representative of all possible features)

is considered and are compared using the fifth database. These features correspond to those
k

more close to tip, i.e. %, assuming that the variation of these features is similar to the rest of
features along fingers.

Therefore, the evaluation will consider only three aspects: different degrees of hand opening,
distance to camera and rotation.

Firstly, this study only considers three degrees of opening: Original position (standard
position), a not very open hand where the individual is indicated to close slightly the hand
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Fig. 4. Segmentation Evaluation: First row, original first database; Second row, the
corresponding segmentation result (ground-truth); Third row, the associated synthetic
images with different backgrounds; Fourth row, the segmentation result for synthetic images.

Feature Original Not very open Very open
Index 1.240.1 1.1+0.2 1.5+0.1

Middle 1.440.2 1.340.1 1.740.2
Ring 1.3£0.1 1.44+0.2 1.6+0.1
Little 1.740.1 1.7£0.1 1.9+0.1

Table 2. Variation of a certain feature in each finger for different openness degrees. The
results correspond to the mean difference value and their dispersion.

and a very open hand degree where the subject is supposed to open entirely the hand, Figure
3

Table [2| contains the difference in terms of pixels between extracted features to a feature
reference set, containing on the first column the differences among hand acquisitions with
no changes in hand openness. This experiment is repeated 1000 times selecting randomly the
feature reference set, presenting thus the main statistics (difference mean and deviation) in
Table 2] This procedure is the same in posterior Tables[3|and [4}

These results highlight that although there is no significative variation in terms of difference
average and deviation, there is a slight variation when the hand is entirely open. This is due
to the fact that opening the hand extensively can deform to some extent the geometry of the
fingers, but this variation is not significative if compared to original values (first column).
Secondly, the variation of the features is studied in relation to the distance between hand and
mobile. According to fifth database, only two distances were considered: standard distance
(15 ecm approx.) and far distance (30 cm approx.). Notice that a very short distance to the
mobile camera makes the hand not fit the mobile screen. Table [3] shows how the distance
affects moderately the error between features, although the variation is comparable to original
deviation, and it is possible to affirm that extracted features are invariant to distance to camera.
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Feature Original (15 cm approx.) 30 cm approx.

Index 1.2£0.1 1.5£0.3
Middle 1.44+0.2 1.8+0.2
Ring 1.3£0.1 1.9£0.3
Little 1.7+0.2 2.1£0.2

Table 3. Variation of a certain feature in each finger for two distances to camera. The results
correspond to the mean difference value and their dispersion.

Feature Original 45° 90° 135° 180°
Index 1.24+0.1 1.440.2 1.3+0.1 1.1+0.1 1.4+0.1

Middle 1.440.2 1.54+0.1 1.24+0.2 1.34+0.2 1.3+0.2
Ring 1.3£0.1 1.540.2 1.6+0.1 1.4£0.1 1.54:0.2
Little 1.740.2 1.84+0.1 1.54+0.2 1.84+0.1 1.740.1

Table 4. Variation of a certain feature in each finger for different rotation angles. The results
correspond to the mean difference value and their dispersion.

Finally, Table {4] provides information on the property of invariance for extracted features.
There is no significative change in feature difference when compared to original, which means
that features are invariant to rotation.

Moreover, a practical manner of assessing whether features are invariant to changes is
indicated by the global Equal Error Rate (EER) provided in next subsection (Section [6.3).
Notice that first database contains a wide range of cases with different values in position,
orientation and distance to camera.

Finally, there exist other factors worthy of study, and which remain as future work, like blur
effects in image, since it is very common that images acquired by a mobile phone are blurred
due to small movements of the camera when obtaining the picture.

6.3 System accuracy, EER

Previous sections have provided an evaluation in terms of segmentation and feature
extraction. However, the most important aspect regards the capability of the biometric system
to identify or verify individuals. The evaluation of the biometric accuracy involves again a
wide number of elements such as the database, the number of samples and features used to
train the system. Thereby, a deep understanding of these former factors is required to obtain
the best results in identification/verification.

In contrast, this section will only consider two aspects covering those main problems that
general biometric systems cope with: 1) The relation between accuracy and number of
features; 2) The dependency of the whole biometric system (in terms of Equal Error Rate,
EER |Sanchez-Reillo et al.[(2000)) in relation to the number of samples required to train the
system.

The first study is carried out by using the first database (Section [f), fixing the number of
training samples (T = 7) and testing samples (U = 13), being assessed by a K-fold cross
validation approach. Samples from first session in the database were used as training samples,
using acquisitions from second session as testing samples. For simplicity sake, five values for
n were considered: {5,7,10,12,15}. Changes due to smaller variations in # are negligible.
Furthermore, only one hand is considered (left or right) in identification, selected by the
individual from which hand was taken. A fusion of both hands recognition could improve
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n=>5 n=7 n=10 n=12 n=15
EER (%) with A, 16.4 +0.1 14.14+0.2 8.3+£0.3 5.74+0.3 4.14+0.1
EER (%) with Q,—, 18.3 £0.2 15.2 +0.1 9.14+0.2 7.24+0.2 6.84+0.1

Table 5. Variation of Equal Error Rate (EER, %) in relation to the number of features, .

Training Samples T=3 T=5 T=7 T=10
EER (%) with A, 14.2+0.4 8.4+0.2 4.1+0.2 3.8+0.1
EER (%) with 0,—, 15.4£0.2 10.1+0.3 6.84+0.1 6.1£0.2

Table 6. Variation of Equal Error Rate (EER, %) in relation to the number of training samples,
T.

the overall accuracy, but lacks of interest for a final application in mobiles. Nonetheless, this
system allows users to provide any of both hand for identification, so that individuals should
not remember with which hand were enrolled.

The results obtained under this experimental layout are presented in Table 5} where EER (%)
is provided in relation to n for both the proposed approach based on average values (A;) and
the traditional approach, based on single fingers width (Qy,,—y).

Besides, reader may notice that the same number of samples are extracted from each finger,
although it could be possible that some fingers contribute differently to the final pattern. A
deeper understanding of this idea remains as future work, (Section 7).

Similarly, the relation between EER and the number of training samples is of interest, since
a compromise must be achieved between this two previous parameters. Notice that an
application based on a high number of training samples will cause a rejection from final users
due to its obvious inconvenience. To this end, Table [f]is provided, employing samples from
first session in the database (ten samples T = 10) to train and samples from second session
to test (U = 10 samples, concretely). The experimental result is obtained setting the feature
extraction parameters to n = 15, employing a K-fold cross validation approach. Obviously,
the higher the number of elements in training, the higher the system accuracy. However, a
modest variation in terms of EER is observed with T > 7, being T = 7 the selected value which
gathers a compromise between accuracy and comfortability (number of training samples). In
addition, a comparison to a traditional approach (Q—n) is also provided in Table|6}

6.4 Mobile implementation

The presented system has been implemented on two different arquitectures: a MATLAB
implementation to be run in a PC computer @2.4 GHz Intel Core 2 Duo with 4GB 1067
MHz DDR3 of memory and a JAVA-Android implementation oriented to an HTC Desire
with @1GHz and 576 MB RAM. Reader can notice obvious differences in hardware, and
therefore the implementation of this approach must be tackled with different perspectives
in each situation.

Table [7] provides a comparative study of the speed performance of each implementation.
Although HTC implementation is more time-consuming, it takes less than 3 seconds to
identify individuals, which is very suitable for daily applications. Temporal values in former
Table[/]were obtained by measuring both implementations average performance by using first
database.
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Process PC @2.4GHz (seconds) HTC @1GHz (seconds)
Acquisition < 0.1 <01
Segmentation 0.5+£0.07 1.3+0.1
Feature Extraction 0.34+0.1 0.74+0.1
Matching 0.1£0.02 0.4 £0.06

Table 7. Comparative temporal study of implementations in PC (second column) and HTC
mobile (third column) measured in seconds

7. Conclusions and future work

This document presents a biometric system based on hand geometry oriented to mobile
devices. This system incorporates some novel and challenging aspects since images are
acquired without no severe constraints in terms of illumination, position, distance to camera
and orientation; acquisitions were taken with cameras embedded on commercial mobile
devices, providing thereby low resolution images lacking in details and precision; and no
flat surface is required to locate the hand or pegs to force a certain position to the hand.

Due to all these previous characteristics, a non-invasive biometric system comes up gathering
not only comfortability to the final user (take a hand picture with the mobile) but also reliance
on the performance of the biometric system, being able to identify individuals with an EER of
4.1+ 0.2% with seven training samples and a total of 60 features (4 X n with n = 15) and seven
training samples. Moreover, an EER of 3.8 £ 0.1% can be obtained by increasing the number
of training samples to ten images.

In addition, this biometric system has been seriously evaluated covering every main aspect in
a biometric system: segmentation, feature extraction and identification rate. The evaluation
relies on three databases, which are publicly available on http://www.gb2s.es collecting a
wide range of samples with the purpose of assessing previous aspects, considering different
devices, environment conditions, situations, backgrounds, population and the like.

The obtained results come up with an important conclusion: the proposed extracted features
yield to an independence to changes in image acquisitions.

Furthermore, a study concerning invariance to blur operations will be contemplated. Blur
and fuzzy effects deserve special attention since they simulate the behavior of a moved
acquisition, something very common in mobile acquisitions due to the low quality acquisition
system. Despite of building a new database, this effects will be reproduced with different
image processing algorithms. In addition, a deeper understanding on the contribution of each
individual feature in relation to final accuracy will be also considered, together with a fusion
scheme with palmprint.

With the aim of a mobile device application, several details must be improved. First of all, it
is desirable to reduce the number of training samples, preserving the accuracy. Secondly, an
adaptive SVM is supposed to decreased EER throughout time, decreasing the number of false
rejections (situations that exasperate the final user). Thirdly, a PCA algorithm could obtain the
principal components in the extracted templates, reducing the number of features within the
pattern. Furthermore, a study on the device independence of the biometric system will lead
to make possible the fact of enrolling an individual with one device and accessing with other,
yielding to multiple applications.

In addition, reader may notice that this system entails, at least, more than one individual in
order to carry out a comparison. This situation barely happens on a mobile device, since they
are not shared by more than one individual. Therefore, how would it be possible to keep
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rates without knowing others bimetric data? This biometric system provides a solution for a
centralized access system, where the accesing devices are mobile apparatus. Individuals can
have access to their corresponding mobiles, by being verified using this biometric system.
However, if this biometric system is used offline, i.e. without accessing previous centralized
system, the biometric algorithm must be able to identify the individual without being
compared to others. This can be achieved by storing fake templates in mobile, or providing a
one-class SVM. In any case, this situation involves a final scenario and a final implementation
and, therefore, it has little relation to biometric topics, despite of being a challenging problem
regular to all biometric systems applied to daily applications.

Finally, an adaptation to current biometric standards ISO/IEC JTC1/SC37 will be also
considered.
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